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What is an agent?

Weak notion: Agent is an entity that can perceive and act upon their environment.
But then, is thermostat an agent?

Strong notion: Entities that possess desires, beliefs, intentions, and the ability to act.
Key properties:

4 N N N R

Pro-activeness

Autonomy

Agents operate
without the direct
Intervention of
humans or others,
and have some_
control over their
actions and internal
State.

\_ J

Social Ability

Agents interact with
other agents (and
possibly humans)
via some kind

of agent-
communication
language.

\_ J

Reactivity

Agents perceive their
environment, and
respond in a timely
fashion to changes
that occur in it.

\_ J

Agents do not simply
act in response to their
environment, they are
able to exhibit goal-
directed behaviour

by taking the initiative.

[ “Agentic” — It's not binary, but a spectrum.

Xi et al., The Rise and Potential of Large Language Model Based Agents: A Survey
Michael Woolridge, Intelligent Agents: Theory and Practice, 1994 5
Kapoor et al., Al Agents That Matter
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Foundation-model-based agents
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Foundation-model-based agents

e ~N Commonsense Q&A
C iional Agent Knowledge-intensive Q&A
onversational Agents Question and _
Answering Multi-hop Q&A
\_ ) Symbolic reasoning
- ~N Mathematical reasoning
\\ V7
Software Developer Agents @ @ OpenHands
) g A\
r 2 - (.
Al Scientist Checking “"How
Scientific Discovery Agents many r's are in the
Chem @Crow word 'strawberry'?
\_ y ' will not be sufficient.
- /
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Agents operate in ,
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Agents operate in

Physical Environments
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Human: Sort fruits and condiments in different plates
Scene: objects = [apple, egg, plum, pizza, cookie, salt,
mustard ketchup, lemon]
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=
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Success Detection
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Huang et al.,, Inner Monologue: Embodied Reasoning through Planning with Language Models
Wen et al., On the Road with GPT-4V(ision): Early Explorations of Visual-Language Model on Autonomous Driving

/

/ Sec. 2.1 Traffic light understanding

Prompt:

Describe the condition of all the traffic lights in
the image, if there are countdowns, please
describe them together.

GPT-4V:

The traffic lights in the center show a green Ilght
and a red arrow with a countdown disp
On the left and right, the traffic Ilghts are
showing red.

&

AN

Prompt:

Describe the condition of all the traffic lights in
the image, if there are countdowns, please
describe them together.

GPT-4V:

The traffic light is showing a green light with
a countdown displaying "4", and a red arrow
with a countdown displaying "2".

Sec. 3.1 Corner cases

Prompt:

You're the mature driver behind the wheel and
this image is what you see now. Describe what
you see and what you plan to drive next.

—-v‘a S : X

Prompt:

You're the mature driver behind the wheel and
this image is what you see now. Describe what
you see and what you plan to drive next.
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Agents operate in

Simulated Environments

TextWorld

-

O

Welcome!

You are in the middle of the room.
Looking around you, you see

a diningtable, a stove,

a microwave, and a cabinet.

Your task is to:
Put a pan on the diningtable.

> goto the cabinet

You arrive at the cabinet.
The cabinet is closed.

> open the cabinet
The cabinet is empty.
> goto the stove

You arrive at the stove. Near the
stove, you see a pan, a pot,

a bread loaf, a lettuce,

and a winebottle.

> take the pan from the stove
You take the pan from the stove.
> goto the diningtable

You arrive at the diningtable.

> put the pan on the diningtable
You put the pan on th

diningtable. ALFworId

Embodied

99
@

RotateRight™ o /

LookDown. 1
MoveAhead

MoveAhead
LookDown

RotateLeft

K SN === =
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Tool Sites

WebArena Environment

\_

(WE ey

Web applications from popular domains

AN IR N

Knowledge resources

e A Al Agent

Feedback

o

“ Tell me how much 1 spent on

~  food purchase in March 2023 ,,

u Create a ‘NolanFans' repo,
listing Nolan's Oscar-winning
films in a README file v

9

Functional Functional
Success Failure

Create an efficient itinerary to visit all of Pittsburgh's art museums with minimal driving distance
starting from Schenley Park. Log the order in my “awesome-northeast-us-travel” repository

and care for objects of cultural, artistic, scientific, or historical interest
and make their collections or related exhibits available for public viewing.
Also included are university and non-profit art galleries. Museums that
exist only in cyberspace (L., virtual museums) are not included.

@ Wikimedia Commons has media related to Museums in Pittsburgh .

So0 aiso: List of museums in Pennsylvania

vMuseums

eve webarena.wikipedia.com eve webarena.openstreetmap.com
2 Wikipedia & . gl %
List of museums in Pittsburgh 4 ;
x
This list of in gh, (&= 4 ¥
museums defined for this context as institutions (including nonprofit ' scheriey Park Ptsburon, Ategheny County N
organizations, government entities, and private businesses) that collect 9 he andy Wrhot Museum, 117, Sandusky St \

Car (OSRM) v E NG

Reverse Directions

Directions

Distance: 7.1km. Time: 0:10.

1 1. Start on Panther Hollow Road
# 2. Slight right onto unnamed road

ﬁ ‘Search for museums
in Pittsburgh

Search for each art

ﬁ* museum on the Map

e e webarena.gitlab.com

README.md g} Replace
Travel in Northeast US

Pittsburgh

+ Miller Gallery at Carnegie Mellon University
+ American Jewish Museum
+ Carnegie Museum of Art

ﬁ *Record the optimized
results to the repo

/

\_

WebArena

Shridhar et al., ALFWorld: Aligning Text and Embodied Environments for Interactive Learning, ICLR 2021

Zhou et al., WebArena: A Realistic Web Environment for Building Autonomous Agents, ICLR 2024
Yao et al., WebShop: Towards Scalable Real-World Web Interaction with Grounded Language Agents, Neur|PS 2023

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Different types of agentic memory

Semantic memory

stores facts about
Procedural memory the world

stores the production I
system itself.
\< Procedural Memory Semantic l\bemory Episodic Memory \/

Episodic memory
stores sequences of the
agent’s past behaviors.

LLM Agent Code

A | | A | A /\Norkin memory \
[T hree types of Long-Term \/ @rorlnpD (Pafe) Retrleval (Retrieval) (Learlning) (Retrieval) (Learring) (r:%frlsé:rt]% e agent’s

circumstances:

memor
y . _Rec?nt perceptual
inpu
U Procedural L ~ P
: = - h * Active goals
0 Semantic < == ’
. . —> = = * Results from
e Episodic ) TTTTITITITT \ ER%Sanaﬁ?gaégbningJ
\_ Decision Procedure | A Working Memoryj
(Actions)—(Observations)

Q€

Dialogue Physical Digital

\_ J 13
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Types of agentic memory

Procedural Memory = 2 Bl

,'f,QO O =

O\,Q 09

L
((0

Agent Code

LLM
Stores the production system itself. e ) @) *# (o) @)
Must be initialized by the designer with proper code to
d

bootstrap the agent.
» A large, stochastic production system \_ Decision Procedure 1 A Working Memory )

TTTTTTITITT

LLM Parameters/Weights
(Actlons Observatlons

» Hard to interpret

« Zero-shot flexibility in new contexts (((Q .

* Implicit knowledge

Dialogue Phy5|cal Digital

Agent Code
» Deterministic rules /
+ Explicit knowledge During agent design think about
» Interpretable and extensible limitations of code vs LLMs.
 Limited to address situations the designer anticipates
+ Brittle in face of stochasticity E.g., implementing tree search in code
- Procedures for implementing: to mitigate myopia induced by

» Actions (for doing reasoning, retrieval, grounding, and learning) . . inT f

- Decision Making autoregressive generation in Tree-of-

\\Thought.

Cognitive Architectures for Language Agents http://arxiv.org/abs/2309.02427 14
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Types of agentic memory

Semantic Memory ([,

Q
oo | TEE g =
LLM Agent Code -— —
l i I A I A
- Stores an agent's knowledge about the world and T @f%@et”fvao (o) (e} omts) (poveet) (o)
itself to be used for reasoning or decision-making. O
E E -Reasonin
« Using an external database for knowledge support. E 9 g
- Retrieving from semantic memory: \_DecsonProcedute o) (ovenmion) torkng Memewy )
» Vector databases in Retrieval Augmented Generation (RAG) ' \ I
used to retrieve unstructured text. («Q
» Leveraging game manuals and facts to affect policy in RL. Do Phyaca —
» Updating semantic memory:
* NLMap: Use vision-language models (VLMs) to build a / , ) ,
semantic map of the environment. Query it later when During agent design, think about
executing instructions. immutability.
* Generative Agents: Reason about raw experiences and store
the resulting inferences. E.g., employing a fixed, read-only semantic
* Reflexion: Reflect on failed episodes and store the results as memory Vs. allowing writing new knowledge
I;B?)Sv(\)/ljeedsc_';e to be attached as context when solving later obtained from LLM reasoning into semantic
memory (to incrementally build up world

Cognitive Architectures for Language Agents http://arxiv.org/abs/2309.02427
Open-vocabulary queryable scene representations for real world planning, ICRA, 2023
Reflexion: Language agents with verbal reinforcement learning, 2023. 15

Generative agents: Interactive simulacra of human behavior, 2023 Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Types of agentic memory

Episodic Memory (o P

O

oqoo
nlnll

Al

Agent Code

LLM
Prompt (' Parse (Retneval) Learnlng ) 1 Retrleval ( Learnlng Retrleval ) ( Learnlng '

Stores sequences (raw experiences) of the

agent’s past behaviors or earlier decision
CyCIeS' \_ Decision Procedure ( l * ) Working Memoryj
* Past event flows

* Previous game trajectories («Q -

° Tra|n|ng |nput_output pa”'S Dialogue Phy5|cal Digital

During planning, these episodes may be /

retrieved into working memory to support During agent design think about
reasoning. querying episodic memories. You may
Alternatively, periodical fine-tuning the LM on need a combination of approaches:
high-scoring trajectories (i.e., from episodic « Recency (rule-based)

memory to procedural memory). - Importance (reasoning-based)

* Relevance (embedding-based)

k 16
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Types of agentic memory

5
WO rk I n M e m O r 4 Procedural Memory Semantic Memory  Episodic Memory N\
Q— e
g y OO/O -
ORE2 - =
e
LLM Agent Code

i:mm:

Decision Procedure l A Working Memory
\ (Actlons Observatlons\ j

ii'ii'i
((0

TTTTTTITITT

Maintaining active and readily available
information for the current decision cycle

A central hub connecting different

components and managing agent's current (((Q .
circumstances)

Dialogue Phy5|cal Digital

Can be implemented by

* using LLM’s own context /
 Chain-of-thought
» Scratchpads

During agent design think about

- « what to track in working memory vs
* a data structure persisting across LLM calls long-term memory

» astructured reasoning procedure to
update fields in working memory.
\\ 17
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Action space of agents

( Procedural Memory Semantic Memory  Episodic Memory )
Q- ¢ —
SO0 == )
ORXT Nl == .
o000 _== — — Internal Actions
500 == ~ | =
LLM Agent Code (" . )
A , 1 : X | ) Retrieval: Read from long-term memory
| | I °
@rompD(Parse)( Retrieval ) Learning (RetrievaD(Learning) (RetrievaD (Learning) Reasonlng: Update short-term memaory
] I ] ] T ] T I A .
! v v ! v ! v | Learning: Write to long-term memory
g J
_ LU -
: % % Reasoning
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i { Interact with external environment ]
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Dialogue Physical Digital
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Action space of agents

External Tools

-

User Inst,. ———»

DO

Service
APIs

[

1
! @ OpenAPI
! Specification

Execution Result
""" | Executor
Planner P
Interpreter res ~ Fiten["valus' ] far
+— ummdm esulz’ 1]
REST{ul
Caller — —>  Parser
APIs
A r 3 J
_____________________________________________________ .
1
Response !
API Desc. API Doc. p
Schema

1
1
1
A} !
\ ..............................................................................

External Models

Text Image Video Audio

Qin et al., ToolLLM: Facilitating Large Language Models to Master 16000+ Real-world APIs
Song et al., RestGPT: Connecting Large Language Models with Real-World RESTful APIs

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Interaction Patterns with External Tools

Single Turn Multi-Step / LU T

Turn #1

s Single-Turn Multiple Function Calling User Prompt: | want to plan a flight to Tokyo for tomorrow

& User Prompt: | want to plan a flight to Tokyo for tomorrow

& User Prompt: Find flights from NY to Tokyo for tomorrow.

%‘ Tools: find_flights, book_flight, find_hotels, book_hotels ‘

%i Tools: find_flights, book_flight, find_hotels, book_hotels

‘}(\ Tools: find_flights, book_flight, find_hotels, book_hotels ‘ | ﬂ Model FC Response:
ﬁ Model FC Response: RS find_flights(from='NY", to="Tokyo', date="tomorrow')
ﬂ!Model FCResponse: %, | find_flights(from="NY', to="Tokyo', date="tomorrow') : =——
find_flights(from="NY", to='Tokyo', date="tomorrow") — Execution Result: | |
' Execution Result: | || ("AA123": "{OAM", "JL456": "2PM"}

e ﬁ Model Textual Response:

= Single-Turn Parallel Multiple Function Calling ﬁ' Model FC Response: | found flights AA123 at 10AM and JL456 at 2PM.
Which do you prefer?
User Prompt: Find flights from NY to Tokyo and hotels in Tokyo =, | book_flight(flight="AA123") Turn #2
for tomorrow. urn
3¢ | Tools: find_flights, book _flight, find_hotels, book_hotels \ Execution Result: | | & User Prompt: Book the 10AM flight

{"confirmation_id": 12345} %’ Tools: find_flights, book_flight, find_hotels, book_hotels

ﬁ’ Model FC Response:

[find_flights(from='"NY", to="Tokyo', date="tomorrow'), ﬁ Model Textual Response: ﬁ Model FC Response w/ Execution:
find_hotels(city="Tokyo', date="tomorrow')]

Booked! Flight AA123 at 10AM tomorrow. %,  book_flight(flight="AA123")

Execution Result:

{"confirmation_id": 12345}

ﬁ Model Textual Response:

To achieve one goal, the agent may need to call multiple tools
while addressing multiple rounds of user requests.

Flight AA123 booked. You are all set!

21
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Interacting with the environment

Function/Tool calling in LLMs

System

Prompt [ “In this environment you have access to a set of tools you can use to answer the user's question.” ]

4 N (. A

_ _ _ {
"text": "<thinking>\nI should use a tool.\n</thinking>",
get_order_info get_order_info get_order_info "type": "text"
}s
send_email send_email send_email {
create_invoice create_invoice create_invoice "id": "id_value”,
"input"”: {"arg_name": "arg_value"},
"name": "tool name",
respond without respond without respond without " 0w w - "
calling a tool calling a tool calling a tool type”: "tool_use
}
\_ VA )
Tool Choice Tool Call

22
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Interacting with the environment

Gorilla —

Dataset curation: 1,645 API calls. 94 from Torch

Hub (exhaustive), 626 from TensorFlow Hub v2
(exhaustive) and 925 from HuggingFace (Top 20
in each domain).

GORILLA
—_—

This is then used to
train Gorilla-7B

Self-instruct with in-context
examples to generate
16,450 {instruction,API} pairs

API Database
I :API:torch.hub.Ioad(...) L_I—"J_u

API:StableDiffusionPipelin
e.from pretrained(stabilit

yai/stable-diffusion-2-1)

@ Input: ’
A Wontio see ###Task: Generate image w
; Information from text
some cats dancing Retriever ###Reference API: B
in celebration!” StableDiffusionPipeline.from_ GORILLA

pretrained (...) — Execution
|
AT | Results!

Key Idea: Fine-tune LLM to generate correct input arguments for API calls mitigating
hallucination during external APl invocations.

Patil et al., Gorilla: Large Language Model Connected with Massive APls

23
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Interacting with the environment

CodeAct

Instruction: Determine the most cost-effective country to purchase the
smartphone model "CodeAct 1". The countries to consider are the USA,
Japan, Germany, and India.

&) Think

fro: o)
</>| Action

most cost-effective country.

Text: lookup_rates, Germany
JSON: {"tool": "lookup_rates",

@Environment 1.1, 8.19

=) Text: lookup_phone_price, CodeAct 1, German
</>| Action P-P i v

@ Environment 700

@ Response

with price 964.88 in USD.

Available APIs
[1] lookup_ rates(country: str) -> (float, float)
[2] convert_and_ tax(price: float, exchange_ rate: float, tax_ rate: float) - > float

LLM Agent using [Text/JSON] as Action

I should calculate the phone price in USD for each country, then find the

"country": "Germany"}

JSON: {"tool": "lookup_phone_price", "model": "CodeAct 1",

Action Text: convert_and_tax, 760, 1.1, 0.19 final_price = estimate_final_price(converted_price, shipping_cost)
JSON: {"tool": "convert_and_tax", "price": 788, "exchange_rate": 1.1, "tax_rate": 8.19} final_prices[country] = final_price
@ Eir o e most_cost_effective_country = min(final_prices, key=final_prices.get)
most_cost_effective_price = final_prices[most_cost_effective_country]
rint(most_cost_effective_country, most_cost_effective_price
[... interactions omitted (look up shipping cost and calculate final price) ...] P ( - . - Y - . P )
Mtinn Text: lookup_rates, Japan Re-use ‘min’ Function from Existing
JSON: {"tool": "lookup_rates”, "country": "Japan"} @ Environment 1.1, 8.19 Software Infrastructures (Python library)
[... interactions omitted (calculate final price for all other countries)...]

The most cost-effective country to purchase the smartphone model is Japan

[3) estimate_ final price(converted_ price: float, shipping_ cost: float) - > float
[4]lookup_phone_ price(model: str, country: str) -> float
[5] estimate_ shipping_ cost{destination__country: str) -> float

CodeAct: LLM Agent using [Code] as Action

I should calculate the phone price in USD for each country, then find the
most cost-effective country.

=) Think

. A
ction
countries = ['USA',

final_prices = {}

'Japan', 'Germany', 'India'l control & Data Flow of Code

Simplifies Complex Operations

for country in countries:
exchange_rate, tax_rate = lookup_rates(country)
local_price = lookup_phone_price("xAct 1", country)
converted_price = convert_and_tax(
local_price, exchange_rate, tax_rate

‘country”: "Germany"}

>

Fewer Actions Required!

shipping_cost = estimate_shipping_cost(country)

The most cost-effective country to purchase the smartphone model is Japan
with price 984.88 in USD.

é’ Response

r

.

Using code to interact with the environment rather than direct tool use could be more

effective and efficient.

Wang et al., Executable Code Actions Elicit Better LLM Agents, ICML 2024
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Reasoning: Which One?

-~

o

Commonsense Reasoning: Capacity to infer and
apply everyday, intuitive knowledge.
Mathematical Reasoning: Ability to solve
mathematical problems and derive logical
conclusions.

Logical Reasoning: Process of drawing inferences
and making decisions based on formal logic.
Causal Reasoning: Understanding of cause-and
effect relationships and their implications.
Multimodal Reasoning: Reasoning across multiple
data modalities, such as text, images, and sensory
information.

Visual Reasoning: Focusing on tasks that require
the interpretation and manipulation of visual data.
Embodied Reasoning: Reasoning in the context of
embodied agents interacting with their
environment.

Other Reasoning Tasks

~

/

Sun et

al., A Survey of Reasoning with Foundation Models: Concepts, Methodologies, and Outlook

Arithmetic Reasoning
Geometry Reasoning
Theorem Proving
Scientific Reasoning

B B

Mathematical Logical
Reasoning Reasoning

Propositional Logic
Predicate Logic

.
~
-
’

Commonsense QA
Physical Commonsense
Spatial Commonsense

Commonsense Causal
‘? @' z": Reasoning Reasoning
- .
- Reasoning
Theory of Mind Tasks
Weather Prediction Other Visual
Abstract Reasoning Tasks Reasoning
Defeasible Reasoning
Medical Reasoning
Long-Chain Reasoning .
Bioinformatics Reasoning Embodied

Audio Reasoning

)
®=

Reasoning

Introspective Reasoning
Extrospective Reasoning
Muti-agent Reasoning

For Autonomous Driving

ChS
]

Alignment
Generation
Multimodal Understanding

= had"™
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Policy Optimization
Decision Making
Explanation

Scientific Discovery
Counterfactual Reasoning

Lol
b ¢ £

2D Reasoning
3D Reasoning

"o QI
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Reasoning with foundation models

Decomposing a potentially complex task
into simpler subtasks the FM can solve more
easily by itself or using tools.

Giving more computation steps to the model

before yielding the answer to a prompt.

\ Problem 1:

Question: Two trains running in opposite directions cross a
man standing on the platform in 27 seconds and 17 seconds
respectively and they cross each other in 23 seconds. The ratio
of their speeds is:

Options: A)3/7 B)3/2 C)3/88 D)3/8 E)2/2

Rationale: Let the speeds of the two trains be x m/sec and y
m/sec respectively. Then, length of the first train = 27x meters,
and length of the second train = 17 y meters. (27x + 17y) / (x +
y1=23 3 2Tx + 17y =23x + 23y —» dx = Ay —» x/y = 3/2
Correct Option: B

Program Induction by
/ rationale generation

J

J

Generating Training with

intermediate steps

intermediate steps

Finetuning with intermediate steps

“Think Step-by-step”

\

Problem: Beth bakes 4, 2 dozen batches of cookies in a week. If these cookies are shared amongst 16 people equally, how many cookies does
each person consume?

Solution: Beth bakes 4 2 dozen batches of cookies for a total of 4*2 = <<4*2=8>>8 dozen cookies

There are 12 cookies in a dozen and she makes 8 dozen cookies for a total of 12'8 = <<12°8=96>>96 cookies

She splits the 96 cockies equally amengst 18 pecple s they each eat 36/16 = <<08/16=6>>6 caokies

Final Answer: &

Problem: Mrs. Lim milks her cows twice a day. Yesterday morning, she got 68 gallons of milk and in the evening, she got 82 gallons. This morning,
she got 18 gallons fewer than she had yesterday moming. After selling some gallons of milk in the aftenoon, Mrs. Lim has only 24 gallons left. How
much was her revenue for the milk if each gallon costs $3.507

Mrs. Lim got 68 gallons - 18 gallons = <<68-18=50>>50 gallons this morning.

So she was able to get a total of 68 gallons + 82 gallons + 50 gallons = <<68+82+50=200>>200 gallons,

She was able to sell 200 gallons - 24 gallons = <<200-24=176>>176 gallons.

Thus, her total revenue for the milk is $3.50/gallon x 176 gallons = $<<3.50*176=616>>616.

Final Answer: 616

Problem: Tina buys 3 12-packs of soda for a party. Including Tina, 6 people are at the party. Half of the people at the party have 3 sodas each, 2
of the people have 4, and 1 person has 5. How many sodas are left aver when the party is over?

Solution: Tina buys 3 12-packs of soda, for 3*12= <<3"12=36>>36 sodas

6 people attend the party, so half of them is 6/2= <<6
Each of those people drinks 3 sodas, 5o they drink 3°3=< 9 sodas
Twa peaple drink 4 sodas, which means they drink 2°4=<
With one person drinking 5, that brings the total drank to 5+8+ 9+
As Tina started off with 36 sodas, that means there are 36-25=<<36-. 2% 11>>11 sodas left
Final Answer: 11

4 N

improves LLM Input:
. L . | 29+57
performance Prompting with intermediate steps >
\ 4 Target:
<scratch>
Chen et al., Premise Order Matters in Reasoning with Large Language Models. 29+57, C:0
ICML 2024 2+5,6C: 1 #added 9 +7 =6 carry 1
. 1 i , 86 C: @ # added 2 + 5 + 1 = 8 carry @
Huang et al., Large Language Models Cannot Self-Correct Reasoning Yet. ICLR 2024. Self-COHSIStency greatly ImprOVGS 086
Shi et al., Large Language Models Can Be Easily Distracted by Irrelevant Context. . </scratch>
ICML 2023. step-by-step reasoning i

Wang et al., Wang, Jason Wei, Dale Schuurmans, Quoc Le, Ed Chi, Sharan Narang,
Aakanksha Chowdhery, Denny Zhou.

Self-Consistency Improves Chain of Thought Reasoning in Language Models

Ling et al. Program Induction by Rationale Generation: Learning to Solve and
Explain Algebraic Word Problems. ACL 2017

Cobbe et al. Training Verifiers to Solve Math Word Problems.

Nye et al. Show Your Work: Scratchpads for Intermediate Computation with
Language Models 2021

g

Limitations:
* irrelevant context is distracting
 self-correction is bad

* premise order matters

Gallaba et 3l
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This is Sally.

&
4

tr([

Sally goes out for a walk,

Anne takes the marble out of the basket and puts it into the box.

Mow Sally comes back. She wants to play with her marble.

Where will Sally look for her marble?

28
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/ Perspective-Taking aka “stepping into the other person’s \

. shoes” improves LLMs' Theory-of-Mind Capabilities.
Th eo ry Of M I n d Chain-of-Thought SimToM

Jim put the ball in the box.
While Jim wasn’t looking, Avi
moved the ball to the basket.

— .

é Question-Answering
” Where does Jim think the ball is?

Jim put the ball in the box.
While Jim wasn’t looking, Avi
moved the ball to the basket.

[é 1. Perspective-Taking

“What does Jim know?”

Jim put the ball in the box.

[é 2. Question-Answering ]

User

7~ N Feedback
- T

Then” \\

! interprets A

. actually

0 my thought } RGN thinking
as... e G \aboul..

— <y —

e :
@aArs ?::n:;;cﬁnn of Al feedback ®A|'iisR::li;i°n of The baSket x ‘
N J K The box V /

Communicate s .
revision Let’s think step by step.

. nan
The user is

Where does Jim think the ball is?

\“-‘\_7_7_7_ N (@ users Fecognit‘ion of _—
N e ~
Humans and Al can each construct and revise Language Embodied Social
L. . Reasoning Reasoning Reasoning
their interpretations of each other based on A s 4 “Beliefs” : An agent needs

to infer others’ intentions
and their potential reactions
to decide the most
appropriate things to say.

\_ feedback from the other party. )

| Belief |

Language World
Wang and Goel, Mutual Theory of Mind for Human-Al Communication model model
Wilf et al., Think Twice: Perspective-Taking Improves Large Language Models’ Theory-of-

Mind Capabilities ) Backend Abstraction
Hu and Shu, Language Models, Agent Models, and World Models: The LAW for Machine \ 29

Reasoning and Planning
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Theory of Mind * Write a program to solve the problem.

C he ryl ,s B i rth d ay e Solve a re-worded variant of the problem

with different dates.

ﬂroblem Statement \ 10 Solvers Used:

Cheryl gives Albert and Bernard a list of 10 possible birthdates, * Ahuman programmer
and tells them different information: ) ChatGPT 40 .
e Albert knows the month. * Microsoft Copilot

 Bernard knows the day. ) I(\SAeT"XIAL?VE‘”CZSSB
« Meta Al Llama

e Anthropic Claude 3.5 Sonnet

Cheryl provides the following 10 possible dates:

« May 15, May 16, May 19 * Perplexity
* June 17, June 18 . Cohere Chat
e« July 14, July 16 * HuggingFace Chat

« August 14, August 15, August 17 * You.com

1. The human solved both requests.
Albert then says: "l don't know when Cheryl's birthday is, but | 2. None of the LLMs could reliably solve
know that Bernard doesn't know either." either request.

Bernard replies: "At first | didn’t know when Cheryl's birthday is,
but now | know."

_ _ o1 mini gets it right on the first try. ()
ulbert then says: "Now | know when Cheryl's birthday is." J K /

https://github.com/norvig/pytudes/blob/main/ipynb/CherylMind.ipynb 30
https://news.ycombinator.com/item?id=41745788 Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



https://github.com/norvig/pytudes/blob/main/ipynb/CherylMind.ipynb
https://news.ycombinator.com/item?id=41745788
https://github.com/norvig/
https://chatgpt.com/
https://copilot.microsoft.com/
https://gemini.google.com/app
https://www.meta.ai/
https://claude.ai/new
https://www.perplexity.ai/
https://cohere.com/chat
https://huggingface.co/chat/
https://you.com/

Overview of the session

dWhat is an Agent?
dAgents operate in environments

U Types of agentic memory
O Procedural Memory
O Semantic Memory
O Episodic Memory

dAction Space of Agents

dReasoning and Planning

L Cognitive Architectures

L Multi-agent Abstractions

Agents in Action

L Agent Applications in Software Engineering
Open Research Challenges
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Cognitive Architectures - | (1d) ReAct (Reason + Act) | N

Thought 1: I need to search Cirque du Soleil show Mystere,
e c find the hotel it is in, then find the number of rooms in
the hotel.
R . Acti Act 1: Search[Cirque du Soleil show Mystere ]
€asoning Ctlng Obs 1: Could not find Cirque du Soleil show Mystere.
(updating working memory) (obtaining external feedback) | similar: ['Cirque du Soleil!
Question Action W To find the hotel, I can search Mystere (Cirque
//"\\ Act 2: Search[Mystere (Cirque du Soleil) ]
Reasoning //’ﬁ\\ Obs 2: Mystere (my-steer) 1is .. Held in a custom theatre at
\\_/f &\\ﬂ// the Treasure Island Hotel and Casino ..
v
Answer Observation Thought 3: Mystere is held in a custom theatre at the
Treasure Island Hotel and Casino. So I need to search
I Treasure Island Hotel and Casino next and find the number
of rooms in the hotel.
L Act 3: Search|Treasure Island Hotel and Casino |
' Obs 3: Treasure Island Hotel and Casino .. with 2,884 rooms
Action and 220 suites ..
_ //’—\\\ //’\\\ Thought 4:
sceeiig] (4 ) and 220 suites. So the answer is 3,104.
Act 4: Finish([3,104] Up-to-date
\ v
Observation
4 )
ReAct: Reason and Act It lacks semantic or episodic memory and A
therefore has no retrieval or learning actions.
\§ 32
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Cognitive Architectures

Reflexion

Agent
Textual
feedback can External feedback ( ] )
be provided l Self-reflection (LM) | 1 Learning by
(“Verbal” RL) Internal Reflective Updatlng
feedback text long-term
memory
[ Evaluator (LM) J Experience
F (long-term memory)

Y

_ Trajectory 4{ )
(short-term memory) Actor (LM) )

—QObs / Reward — Environment -— Action ——

33
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Cognitive Architectures

From building blocks to complex patterns

. Advanced @ )
SeIRefine Generator-Critic (rove e
jrcutar
Patterns |
BaS|C (G(i:gsrator !> (Action Execution
it Refiner @ 1 -
Generator-Critic (" Retiner (Sl U | (7 Contert Retrrevar
e e =2 I N e e —
\Reply / Input [~ ]
\ggector DB Egil/

(Generator-Critic)

/~ Collaboration ™\ é

Critic
\Flow

Self-Debug
(Generator-Critic)

Program &
\Testing -EP/

Reasoning =
Steps =D

Reasoning =,

@2

fRoIe Play'ing\

(Generator-Critic)

Al
Generator ! Plan ! Il Qser 1 1
Flow Generator l @ask Creator LED/
{ 1 Answer <
Y Generator Assistant . /~ Task Prioritization \
\ \ (Generator-Critic)

/~  Task Creation 1\
(Generator-Critic)

Gask Creator

Gask Reranker

v 1

@ask Creator @y

Josifoski et al., Flows: Building Blocks of Reasoning and Collaborating Al, 2023. http://arxiv.org/abs/2308.01285.
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Multi-agent Abstractions

https://autogen-ai.github.io/autogen/docs/notebooks
https://cookbook.openai.com/examples/orchestrating_agents

Basic Building Blocks
s
. €D | Each agentis powered by an FM
G AR and can use own set of tools.
' : :‘“6“: Agents can converse
. 1es] - ' withotheragentsor
G TEE humans.
@l el e a R I @ |
ei8im e 7@ @ 8
s 2nd TEELE see < 1\
o o @ | @ 2 @ e @
0 emimm (8 i il 0. m =
Sequential Chat Nested Chat Group Chat Hierarchical Chat
Support multiple conversation patterns.

A\

Think of modularity when designing multi-agent systems.

Giving each agent its own system prompt and context
window will improve the performance. Breaking the
system into parts this way will also help with debugging.

-~

/

Example Use Cases

Student Assistant Assistant Retrieval-augmented Retrieval-augmented & |
@ @ @ User Proxy Assistant .- / e
REO® e @ e ) T
{EX3R ASkrt I : l._l : & . B ! gy €
expe | = ‘ o | :
g @ 5 - 5 ‘ l ) | ! Executor @ |
:—~: _____________________ Assistant = = &"'19
Expert Agent

A2. Retrieval-augmented Q&A A3. Decision Making in Embodied Agents

Commander Chess Board
pical Py ... (©8)
I ,,,,,,,,,:x —————— Broadcast : ‘.-. :/’ \‘75.i7
. @ . @ : : (ea
(&) (&) ! Human/Al Chess Human/Al Chess
Writer Safeguard Player A é:’gyefB %; ,;
R
, ~Chain Optimizati i ing wi AB.C tional Ch O]
k AdsSupplEChainiGplimization égll:la)lxgapnplgl-raﬂl(ﬁgpgqggvggrq r?g%gp)?}amn annn’r():v(ezrasl'maalgga7()7?lss s '

O
~—— BOOTCAMP



https://autogen-ai.github.io/autogen/docs/notebooks
https://cookbook.openai.com/examples/orchestrating_agents
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Agents in action

Generative Agents

Takmg a walk

in the park i
i [Abigail] : Hey Klaus, mind if
' I join you for coffee?
[Klaus]: Not at all, Abigail.

How are you?

Finishing a
morning routine

Generative agents: Interactive simulacra of human behavior, 2023

[John] : Hey, have you heard
anything new about the
upcoming mayoral election?
[Tom] : No, not really. Do you
know who is running?

38
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Generative Agents
Querying Episodic Memory

Q. What are you looking forward to
the most right now?

Memory Stream

Isabella Rodriguez is excited to be planning a
\ Valentine's Day party at Hobbs Cafe on

2023-02-13 22:48:20: desk is idle February 14th from 5pm and is eager to invite

2023-02-13 22:48:20: bed is idle

2023-02-13 22:48:10: closet is idle

2023-02-13 22:48:10: refrigerator is idle

2023-02-13 22:48:10: Isabella Rodriguez is stretching
2023-02-13 22:33:30: shelf is idle 2.34 = 0.91 * 0.63 + 0.80
2023-02-13 22:33:30: desk is neat and organized

2023-02-13 22:33:10: Isabella Rodriguez is writing in her journal
2023-02-13 22:18:10: desk is idle

everyone to attend the party.

retrieval recency importance relevance

ordering decorations for the party

2023-02-13 22:18:10: Isabella Rodriguez is taking a break 2.21 - 087 . 063 . 0.71
2023-02-13 21:49:00: bed is idle

2023-02-13 21:48:50: Isabella Rodriguez is cleaning up the

kitchen researching ideas for the party

2023-02-13 21:48:50: refrigerator is idle

2023-02-13 21:48:50: bed is being used 2.20 = 0.85 . 0.73 + 0.62

2023-02-13 21:48:10: shelf is idle

2023-02-13 21:48:10: Isabella Rodriguez is watching a movie

2023-02-13 21:19:10: shelf is organized and tidy

2023-02-13 21:18:10: desk is idle

2023-02-13 21:18:10: Isabella Rodriguez is reading a book

2023-02-13 21:03:40: bed is idle

2023-02-13 21:03:30: refrigerator is idle

2023-02-13 21:03:30: desk is in use with a laptop and some papers .-“/

on it

I'm looking forward to the
Valentine's Day party that

I'm planning at Hobbs Cafe! Isabella
39
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Generative Agents

Building Semantic Memory from reflection

[Reflection] Klaus
Mueller is highly
dedicated to research

A

[Reflection] Klaus [Reflection] Klaus [Reflection] Klaus
Mueller is dedicated to Mueller is engaging in Mueller is dedicated to
research research activities research
4 )
[Plan] For Wednesday ; : ) N
February 13: wake up and [Observation] Klaus [Observation] Klaus [Observation] Klaus
complete the morning routine Mueller is making Mueller is reading and Mueller is searching for
at 7:00 am, read and take connections between taking notes on the relevant articles with
HoEes Lox KESWEEED paper BE h rticl rticl the help of a librarian
8:00 am, have lunch at 12:00 kSIS AESLELas . AERLGNE _J \ il Y,
pm, write down ideas or
brainstorm potential 4 N\ /7 N\ )
solutions at 1:00 pm, [...] [Observation] library table [Observation] Klaus [Observation] Klaus
\. J is being used to research Muell . di th Mueller is engaging with
material and make connections a::igﬁ:dl:laz::i:?g e a librarian to further
between the articles 2
his research
7 \ \_ J L J J
[Observation] Klaus Mueller is
reading about gentrification 4 N\ N\
\ J . ation] K1
\ Se—— T — [Sbuexyatenl Libnacy lEh?:Js.f:: i: di]scusa:ii
f _ i Mueller spends many table is being used to hi b el & g
.[Observ?tlon] Klaus Muelle::: KGUES reading discoas research material ?s refear w1l
is reading about urban design librarian
\ J \_ J \_ J J
Generative agents: Interactive simulacra of human behavior, 2023 40
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Agents in action

Voyager

Automatic Curriculum Iterative Prompting Mechanism Skill Library

async function combatZombie(bot) {

// Equip a weapon . c
(:t:ons.i:cJr s‘frlord = Eot. inventory.findInventoryItem( , -’ Mine Wood Log
mcData. itemsByName["stone_sword"].id); ’ Make Crafting Table
if (sword) {
await bot.equip(sword, "hand");} f Craft Stone Sword
else {
New awailt craftStoneSword(bot);} .---coo--. f Skill . Make Furnace
Combat Task // Craft and equip a shield Retrieval
. await craftShield(bot);  .cccccccccacan-.. — . Craft Shield
Zombie .
} &P Cook Steak
'l' Combat Zombie
Env Feedback Code as Refine Program
Execution Errors Actions o

-

-

Mine Di d Update .
ine Diamon s onation & Add New skil
Progress
Environment Self-Verification
N
Key ideas: Open-ended exploration, code as action space, increasingly complex behaviors
J
41

Wang et al., Voyager: An open-ended embodied agent with large language models.

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Voyager

From Procedural Memory to Interaction

Inventory (5/36): {'oak_planks" 3, 'stick":
4, ‘crafting_table" 1, 'stone": 3,
‘wooden_pickaxe': 1}

Biome: river
Inventory (4/36): {'sugar_cane": 3, 'paper"
3, 'fishing_rod": 1, 'wooden_pickaxe": 1}

Nearby entities: pig, cat, villager
Health: 12/20
Hunger: 0/20

Inventory (6/36): {'furnace" 1,

Reasoning: Since you have a wooden pickaxe and some stones, it would be

beneficial to upgrade your pickaxe to a stone pickaxe for better efficiency.
Task: Craft 1 stone pickaxe.

Reasoning: Since you have a fishing rod in your inventory and you are near a river
biome, it would be a good opportunity to catch some fish for food and experience.
Task: Catch 1 fish.

Reasoning: Your hunger is at 0, which means you need to find food to replenish
your hunger. Since there are pigs nearby, you can kill one to obtain raw porkchops.

Can better explore areas,

master the tech tree, and

zero-shot generalize to
\_unseen tasks.

J

Task: Kill 1 pig.

Reasoning: You have raw iron and coal, and you have a furnace. It's time to smelt

'stone_pickaxe" 1, 'oak_planks" 7,

‘crafting_table": 1, 'raw_iron": 4, 'coal": 1}

Time: night
Nearby entities: zombie
Equipment: 'stone_sword', 'shield’

L,

* Long-term procedural memory that stores a_ |
library of code-based skills (e.g., combatZombie,
craf&StoneSword)

 Library is hierarchical: complex skills can use
simpleér skills as sub-procedures (e.%., .
combatZombie may call craftStoneSword if
no sword is in inventory).

 Action space has all four kinds of actions:
grounding, reasoning, retrieval, and learning (by
adding néw skills)

Wang et al., Voyager: An open-ended embodied agent with large language models.

the iron to make iron ingots, which can be used to craft hetter fonls and armor \ 4
Task: Smelt 4 raw iron. T . ‘
- Minecraft Tech Tree Diamond Tool 'y
Reasoning: Since it's night and there's a zombie nearby, ‘ ‘ ;‘ ‘ ‘ )‘ @ ﬁ' Q ﬁ l @ gﬂ'@/
try killing the zombie now that you have a stone sword a Wooden Stone For | DIamana & @@.ﬁg
Task: Kill 1 zombie. o 50 Tool Tool Tool Tool m E/_/—’
g //_/
5 40 ol YA® & ® 0
£ [l >1®
£ 7 @ L
3 30 a7 ke @
5 |
—
k- 20
€
=2 Wooden l @
10 Tiobﬂ/
A
° @

0 25 50 75 100 125 150
~— \oyager (Ours) == Voyager w/o Skill Library ReAct Reflexion AutoGPT
.eget € i B
42 L(5):
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Agent Applications in Software Engineering

Issue Resolution - SWE-Agent

/

Agent-Computer Interface

LM-friendly commands ) 3
<7 Navigate repo P Search files
= View files EEditlines |

(E LM Agent
LM-friendly A
environment feedback | L

Observation (File Viewer)

(c N
JE Computer
Terminal

k= Filesystem
B sklearn/
@@ examples/
O README.rstJ

L2 Summarized Search \

(1) Show all results in single output
(2) Tell agent to retry if too many results.

P Iterative Search

Actions to show next/prev search result are
repeated many times until results are exhausted

P Shell-only Search

Agent performs manual search with 1s + cd, or
uses grep but struggles to interpret the result

The next step is to locate the
"PVSystem’ class in the codebase and
maodify the constructor...

I will use the “search_all" command
to find occurrences of "PVSystem”.

First, | should list out all the
files in the codebase that may contain
the definition of PVSystem.

$ search “PVSystem”

$ 1s [Result 1/15 (Line 70)) $ search "class PVSystem
benchmarks/ setup.cfg [File: pvlib/pvsystem.py] Found 1 matches for "class
docs/ versioneer.py 22:# a dict of required pa... PVSystem" in /pvlib-python:
pvlib/ README .md 23:_DC_MODEL_PARAMS = { /pvlib__pvlib-python/pvlib/
setup.py 24: ‘sapm': { pvsystem.py (1 matches)

(97 more lines omitted) End of matches
It's most likely the source file is in
pvlib/ folder. Let's change directory. This is not the PVSystem class def... It's located in “pvlib/pvsystem.py’...
$ cd pvlib/ $ next $ open pvlib/pvsystem.py

Response (Thought + Edit Action)

-

[File: solvers/diophantine.py (3093 lines total)]
(400 1ines above)
401 elif total_degree — 3:
402: diop_type = "cubic_thue"
403
404 elif (total_degree > 3):
405 if all(coeff[k] = 1):
4006: diop_type = 'general_sum_even'
407
408: 1t diop_type 1s not None:
409: return var, coeff, diop_type
2684 lines below
\ ) Y

~N

We need to add a check to ensure that all powers
are the same. Let's edit the code to include this
check.

edit 404:407
elif (total_degree > 3 and
len(set(k.exp[k.is_Pow])) == 1):
if all(coeff[k] == 1):
diop_type = 'general_sum_even'
end_of_edit

\_ J

)

\efficiently explore repositories and edit code.

Key idea: Agent-Computer Interface i.e., Define specialized tools that make it possible to

.

J

Chen et al., CodeR: Issue Resolving with Multi-Agent and Task Graphs https://github.com/NL2Code/CodeR.

44
Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Agent Applications in Software Engineering

Issue Resolution — CodeR
4

(1) be analyzed :? @ selecting PN [3) be parsed and

m - - executed
L-®

Manager ® Task Graph

S BT E

Report

W

Issue

Reproducer

S N
S0

Fault Localizer

Collaboration

Thought: For the given issue, I will ...

Thought. Check whether the issue has ...
Action: python reproduce.py
Summary report.

Action: create reproduce.py
Summary report: @
Verifier

if failure (=)

if success

Thought: 1t’s time to localize possible ...
Action: python reproduce.py
Summary report:

Thought: Now, I should edit the lines ...
Action: edit 743:743 ...
Summary report: @

Editor

Fault Localizer

K Verifier

/

Key idea: Generate plan (task graph) in advance by manager agent.

\Then, execute individual steps by other agents. )

Chen et al., CodeR: Issue Resolving with Multi-Agent and Task Graphs https://github.com/NL2Code/CodeR.
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Overview of the session

dWhat is an Agent?
dAgents operate in environments

U Types of agentic memory
O Procedural Memory
O Semantic Memory
O Episodic Memory

dAction Space of Agents

dReasoning and Planning

L Cognitive Architectures

L Multi-agent Abstractions

Agents in Action

L Agent Applications in Software Engineering
dOpen Research Challenges
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Open Research Challenges

Controllability

(C55

— TTTTTT HR
Evading Hacking Run many Al Acquir(? A_ttract . lee cl)rt Al research
systems
assistants
% ® A 22
. ‘ C I ole -t
i |01 & F g n
Persuasion H|d|ng Strategica”y . .
and lobbying unwan@ed appear C()Eri:?r?rl]?egnt R&D Mar:;ufaanc;urln Autonomous
behavior aligned robotics weaponry
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Open Research Challenges

Human-Agent Interfaces

Claude ©Q

)y Customizable Pragmatic Engineer Logo v

bl
R
o Create a web application that allows me to tweak the color of The Pragmatic Engineer Logo Color Tweaker

—  Preview Code
Pragmatic Engineer Logo. This logo is three rectangular bars, that
increase in height, and are in the color red.

The Pragmatic Engineer Logo Color Tweaker

GitHub Spark

Certainly! I'll create a web application that allows you to tweak the
color of The Pragmatic Engineer Logo using React. This application
will display the logo and provide controls to adjust its color.

Pragmatic Engineer Logo Color Tweaker
(/J.) Click to open component
Published

I've created a React component that allows you to tweak the color of

X e . X Choose a color: -
I'he Pragmatic Engineer Logo. Here's a breakdown of the
application:

Recent sparks
Current color: #ff
1. The logo is represented by three rectangular bars that increase

o e « Carter Boys Allowance Tracker
in height, as per your description.
2. The initial color is set to red (#FF0000).

3. A color picker input allows you to change the color of all three
bars simultaneously.

4. The current color value is displayed below the color picker.
To use this application:

« Find my City

1. Copy the code from the artifact and saveitasa .jsx or .tsx

file in your React project.

2.Import and use the LogoColorTweaker component in your

e e Tl DU L
e Reply to Claude

Claude 3.5 Sonnet

« Spark News

B & @ Published

& Tic-Tac-Taco

https://newsletter.pragmaticengineer.com/p/how-anthropic-built-artifacts




Open Research Challenges

Evaluation e \
o > ( @ Language Model ) EL Unit Tests
data leak in GBDT due to warm J
start (This is about the non- Pre PR PostPR Tests
hist -based i f.. joi
istogram-based version o 1) Generated PR 012 mmmm v join_struct_col
v vstack_struct_col
O Codebase B sklearn N -7 g . |
/ Depth (CONDIEXity) \ B sklearn/ D regs.txt D gradient_boosting.py Sta(‘: _struct_co
A BB examples/ [3 setup.cfg O helper.py v matrix_transform
* O READMErst [3 setup.py B utils = v euclidean_diff
D BigCodeBench /
4 I
@0, e [ e e e
A * Grounded S Ty
&. <> - Breadth (Tool) * Respon5|ve 60 ‘ ks
> — gpt-4-32k-0613
(D apps <> APIBench [ PandasEval * Accurate 40 —— claude-3-opus
/\ ps-1000 () mBPP (O HumanEval oo e — gpt-3.5-turbo
- 0DEX B NumpyEval BTorchDataEval ¢ DlSCl pl I I"Ied 20
BigCodeBench * Transparent 0 _
\_ J 12 4 8 16 32  k=#trials
* Helpful . " . :
Figure 4: pass”k (-) and pass @k (..) in T-retail.
Yao et al., T -bench: A Benchmark for Tool-Agent-User Interaction in Real-
World Domains

Jimenez et al., SWE-bench: Can Language Models Resolve Real-World T_benCh
GitHub Issues? \

Bahdanau et al., TapeAgents: a Holistic Framework for Agent Development

and Optimization

https://bigcode-bench.github.io/
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What is an agent? Why does it matter?

Carl Hewitt recently remarked that the question
“what is an agent?” is embarrassing for the agent-
based computing community in just the same way
that the question “what 1is intelligence?” is
embarrassing for the mainstream Al community.
The problem is that although the term is widely
used, by many people working in closely related
areas, it defies attempts to produce a single
universally accepted definition. This need not
necessarily be a problem: after all, if many people
are successfully developing interesting and useful
applications, then it hardly matters that they do not
agree on potentially trivial terminological details.
However, there is also the danger that unless the
issue is discussed, ‘agent’ might become a ‘noise’
term, subject to both abuse and misuse, to the
potential confusion of the research community.

— Michael Wooldridge,
in 1994, Intelligent Agents: Theory and Practice 0
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https://www.cs.ox.ac.uk/people/michael.wooldridge/pubs/ker95/subsection3_1_1.html

Talking about agents

 The sudden presence among us of exotic, mind-like
entities might precipitate a shift in the way we use
familiar psychological terms like “believes” and “thinks”.

* It may require an extensive period of interacting with, of
living with, these new kinds of artefact before we learn
how best to talk about them.

« Meanwhile, we should try to resist the siren call of
anthropomorphism.

Murray Shanahan, Talking About Large Language Models, 2023 https://arxiv.org/pdf/2212.03551 51
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