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Overview of the session

dWhy RAG?: What are the challenges in Alware development that RAG tries to address?

URAG Overview: Overview of RAG and main concepts
U Sparse Retrieval vs Dense Retrieval
0 Augmentation
U Pre-processing and post-processing

O Advanced Retrieval Concepts: Combining multiple paradigms to achieve better retrieval
0O SPLADE
0 ColBERT
Q ColPali

O Advanced RAG Patterns: Integrating RAG with other advancements in foundation model domain
O Contextual Retrieval
0 Self-RAG
O Least-to-most prompting
Q IR-COT

dApplications of RAG in SE: Software Engineering as a case study how retrieval augmented generation
has been used to improve SOTA

dLimitations of RAG
L Productionizing challenges of RAG
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Foundation models have shown potential

iIn many domains
- 4 N

& ChatGPT \

Client Unclear Fact Description Motivation . o ) ; Phenol (a) Moleeule Captioning

) . . B Given the reconciliation with the involved L Chain of thought reasoning loop Chemistry-informed CsHsO Vs ~
| got into a fight at a bar and ended up being i —— party and the absence of intent to cause chemisiry tools - Thovan 2 Action: seuence of actione e Please show me a description of this molecule @
charged with intentional injury. The thing is, it all intentional harm, the prosecutor has opted resece: plan RO s & [(C1-ce-cre-cnoce-ce-ce-c2 )
started from a misunderstandin, and I've already (Insufficient) to either reduce the charges or withdraw @ B & 3. Procedure prediction _(‘}4
apologized to the person | had the alteraction with. them entirely. ChemGrow & reeutan en abet & Blimgmirobbretiomei pibob v

Tt has been found in muscat grapes and vanilla

Synthe f

DEET ithout () Molecule Representations Tt has a role as a plant metabolite

iveracion, B \ 24
o (b) Text-based Molecule Generation

LLM Example input
Slan snd evscise =)
T T pe—— the synthesis of an
Motivation insect repellent. 4. Observation: 3. Action
analyze input: use tool

: Evidence With the video evidence and taking into [— \ Autonomous S e The malecule \
[ Are there any surveillance cameras at the - Intoxicated account the client's state of intoxication, the scientific tacks Avtoramoustsraton wi tzlsard experimentation _(‘< @ it ks we Gonirer & e Baded G e @
i inci P 3 the physi rld (for example, J o 2 o
S bar that might have captured the incident? ¥, ————— > client can be found culpable for causing b Molecule toots e “’l — S ~ jgiven description
q . . . ) " iniuri - b) Molecule Capti The molecule is a quinolinemonocarboxylate that
“ H Yes, video evidence exists that depicts the '« | Professional mum ] tnies) “SMILES o weight terature search (6) Molecule Captioning L Tha conjogati base of sathucénie arid
Client ! ,' altercation. /| Questions Lawyer * SMLES loprice Wb s = kitonad by depectorstionof she carbiiny srore)
! ) P - + Code interpreter ! Tt has i i is
[ . —— - Similarity - - o conjugate base of a xanthurenic acid
Answers+’  Were you under the influence of alcohol at a ',‘ Motivation L Moty molecuie uman sxpert TR g,(o;;cc:([,.cx 3
N " - - - . - - " = Functional groups L
the time? Learn to Generate Evidence With the video evidence and taking into \@)LL i fedStrochws) 4-21 @ >~ 54
. N . s . . - rate ! + RXN to name. o [Property]. A2 CLCl AlC-OXE=i
N v e —— i Intoxicated account the client's intoxication that resulted - Hame to SMILES -  RXN predict o~ 7 £ SO QNO-TNCECCe-OXA=0)0
es, somewhat intoxicated. [ —— in injuries, the court may determine the  Safsty asssssment  Synibesic pen g (O Text-basid Moleiuk Genaration - ]
;  Explasive chack - Synthesis execute (d) Empowering Chat6PT with molecule captioning

jent" i | |
client’s actions to be culpable. Safety 1o0ls Reastion tools and text-based molecule generation abilities.

\_ Legal services ) \_Chemical Synthesis / KM0|6CU|eS DISCovery/

4 N

D3LM

. w @ Patient-friendly & Doctor-like
Bloom berg G PT‘ 6 Distileda  Real-worldv
A Large Language TR TR0
HuatuoGPT, towards Taming Language Model to Be a Doctor g .g g o EE 'g |,12"Liﬁf,n f:,st,'umo': g e -gpb
https://aclanthology.org/2023.findings-emnlp.725/ MOdel for F iInance 3 %’3 g| Do Lata B g .
BloombergGPT: A Large Language Model for Finance O & 5) "> HuatuoGPT
i 0o 5 G Ty SFT ‘ @RLAIF o
https://arxiv.org/pdf/2303.17564 ® 258 [ poing AL @ Doctor-like
. . . - Sco . " SFTed model @ Patient-friendly
ChemCrow: Augmenting large-language models with chemistry tools (o) 22 Con‘éeftsatlon Con‘éef;a“on © Instruction-following
https://www.nature.com/articles/s42256-024-00832-8/ osl_ ™ )L™ ) @ Interactive diagnostic

Empowering Molecule Discovery for Molecule-Caption Translation with Large
Language Models: A ChatGPT Perspective https://arxiv.org/abs/2306.06615
https://github.com/Jeryi-Sun/LLM-and-Law

Medical Consultation

Finance

-

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



https://aclanthology.org/2023.findings-emnlp.725/
https://arxiv.org/pdf/2303.17564
https://www.nature.com/articles/s42256-024-00832-8/
https://arxiv.org/abs/2306.06615
https://github.com/Jeryi-Sun/LLM-and-Law

However there are some limitations
hindering their usefulness

F)utdated knowledge\

Which country won the
ost gold medals in 2024
‘ Olympics?

My knowledge cut-off

was in December
2023, |

can't answer which \

country won in 2024.

—

;

0JO
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/Lack of Domain—SpeciﬂR

Knowledge

What is the target blood
pressure for a 50yr old
man?

/Lack of Internal Data

Who handles loan

<

L&
<[e8

approvals in ABC
department of XYZ corp?

| don't have
private data from
XYZ corp in my
training set

/

Hallucinations! The tendency to provide “plausible-sounding” answers is too strong



Retrieval-Augmented Generation
(RAG) to the rescue

Question
(Input)

Essential Components

Retrieval

Generation

&

B

Pre-processing Post-processing

Optional Components

—>

Answer
(Output)

{Key idea: Augment FM'’s knowledge with appropriate facts from a knowledge

base to enable grounded generation.
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Grounding in Language Models

/Key idea: Every claim in the response generated by an LLM can be attributed to
_a document in the user-specified knowledge base.

4 I
Retrieval Augmented Generation (RAG) is one technical solution.
There are other approaches such as constrained decoding, guardrails,
corroborate and revise (CAR), and corpus tuning.

Grounding Vs Factuality

Grounding seeks attribution to a user-specific knowledge base.

Factuality seeks attribution to commonly agreed world knowledge.
-

Kenthapadi et al., "Grounding and Evaluation for Large Language Models: Practical Challenges and Lessons Learned (Survey)." KDD 2024.
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Improving RAG performance with pre-
processing and post-processing

Retrieval Generation
uestion X Answer
Q | Y, > >
(Input) o (Output)
Pre-processing Post-processing

Query rewriting Re-ranking

Query decomposition Compression

Query expansion Correction
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Sparse Retrieval

Lexical approaches

KI'F-IDF (Term Frequency-Inverse Document \
Frequency) measures how important a word is to a
document in a collection.

number of times the term appears in the document
total number of terms in the document

TF =

number of the documents in the corpus
number of documents in the corpus contain the term

TF-IDF=TF x IDF y

)

IDF = log(

\_

a A

BM25 (Best Matching 25) aka Okapi BM25
builds upon TF-IDF by considering document
length and applying a saturation function to
term frequency. This is to prevent common
words from dominating the results.

i IDF(q,)

f(q;, D) * (k1+1)
f(q,D) + k1 (1 — b + b *

fieldLen

av_queIdLen)

\_

Don't need fine-tuning

o E.g., "Error code TS-999"

o Effective for queries that include unique identifiers or technical terms.

e Relies on exact keyword matches, lacks semantic understanding.
Struggles with complex queries and large datasets.

~
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/ @ Side Quest \

1 ?
What are embeddings™
A way of representing data as points in A A O
space (n-dimensional coordinates a.k.a. & P et @x,f“ @‘,x" mg’
vectors) where the locations of the o | e o - T
points are semantically meaningful. - I iy S A R
[ 0.03135875, / / mu?mg HMWA;““ _fim china
“Dog is man’s best friend.” |:> %9(?(?;;)19552‘,1’ ,,,f:: “ﬁ e
0.04873694, Beijing
0.03376802] Male-Female Verb Tense Country-Capital
Helps to compute numerical similarity
scores between data points. / Models of note: \
Embeddings are deterministic. For a given set ® Google's Word2vec work from 2013 for word
of input, embedding models will always embedding )
g ® OpenAl's CLIP model can map both image or text
generate the same output (unlike inference o e sEme cnlhedeling Sonan
models which are non-deterministic). ® BERT, Instructor-xl, Ada-002, Sentence-transformers

Think of it as a hash or a form of compression. K

https://cloud.google.com/blog/topics/developers-practitioners/meet-ais-multitool-vector-embeddings
Massive Text Embedding Leaderboard https://huggingface.co/spaces/mteb/leaderboard Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Dense Retrieval

Dense Passage Retriever (DPR)

[ Dot Product Similarity
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the compiler?
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Grace Hopper was ]

born in...

sim(q, p) = Eq(q)"Ep(p).

Inner Product Similarity

two distinct BERT encoders

Pretrained for Open Domain Question
Answering (ODQA) where learning

objective is - -
J L(Qi:p;i_aqu,la"' apz',n)

QSim(Qi :p:-)

= —log
esim(qu; ,pj) + Z_?:l eSIm(Qi ap-,‘,,j)

Training data: Question-Passage Sets
with in-batch negatives
D = {apjapr,:la"' 7pr;n> zril

. \.
Question Irrelevant passages. _
Relevant passage E(G3)D

Karpukhin, Vladimir, et al. "Dense passage retrieval for open-domain question answering." Conferencé&altebi/aN P, ADare Leadership Bootcamp, Toronto, Canada, 2024 BIAY;



Dense Retrieval

Contriever

Key Idea: Pretraining without supervision using contrastive learning | contriever ~ ms marco

Additional data SciFact NFCorpus FiQA

# queries 729 2,590 5,500
BM25 66.5 32.5 23.6
BERT 75.2 29.9 26.1
Contriever 84.0 33.6 36.4
BERT MS MARCO 80.9 33.2 30.9
84.8 35.8 38.1

Same BERT encoder for queries and documents

\/

e —{ Lpg Encoder E()

Query

Chunking/
Umﬂ Tokemzmg/
Dafabase

|

Relevance Scoring
sim(q, p) I

Ve

.

@ Indexing ]

Inner Product Similarity
sim(q,p) = E(q)"E(p)

Retrieved Results
(Chunks/Documents/
Tokens/Entities/..)

Izacard et al. 2022. "Unsupervised Dense Information Retrieval with Contrastive Learning”
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Dense Retrieval

SPIDER - Span-based Unsupervised
Dense Retriever

Key Ideas:

* Recurring Span: Given two passages with the same recurring span, a query is created from one of the
paragraphs, while the other is taken as the target for retrieval.

« Document passage decomposition to leverage the inherent structure to get data tuples for
contrastive learning

» Task Specific: open-domain question answering (ODQA)

Aaron .
. The books of Exodus, Leviticus and Numbers +
e AR R s 3 ~—" maintain that Aaron received from God a monopoly over pl
God at Sinai granted Aaron the priesthood for himself / c laida
qg | his male descendants, and he became the first : " . l-(? ](U . : e w»m‘m it i »mm”-
ngh Prlest of the \sraemes R R e R PR T S
: 3 Aaron —

.. During the journey in the wilderness, Aaron was not p].
always prominent or active ...

___________________________________

IImaglne (John Lennon Song)

. .. Several poems from Yoko Ono's 1964 book Grapefrun' p
R e B A e e e e linspired Lennon to write the lyrics for "Imagine”.. 2
/] \Lennon said that much of the song's lyrics and content | B e T e i
q2 icame from his wife Yeke-Ore, and in 2017 the process !
1

___________________________________

ito give Yoko co-writing credit

:Imagine (John Lennon Song) :
= Imagine was written during the Let It Be session. . p2
iLennon finished composing "Imagine’ one morning ... !

Ram et al., 2022, Learning to Retrieve Passages without Supervision




Retrieved Results Integration

/ | Retri \
l Input-layer integration E.g., REALM, RetDream,
Input —| Combine |—|Generator|—> Result aka Query_based RAG DocPrompting
N\ J
K Retriever \
‘ 7 Intermediate-layer integration E.g.. RETRO, EaE, ROME
Input —| combine |—> Result  gka Latent representation-based RAG
k Generator j
4 )
Retriever E.g., kNN-LM,
Output-layer integration EDITSUM,
Input —|Generator |—>| Combine |—> Result aka Logit—based RAG TRlME
N\ J
4 )
i . E.g., CoG
Retriever ! '
[ ; o ] Speculative RAG GPTCache,
Input - >Generator -------- > Result REST

Zhao et al., Retrieval-Augmented Generation for Al-Generated Content: A Survey Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Retrieved Results Integration

Retriever

~ .
Input-layer Integration - REALM ~ ==& -

Key Idea: augment language model pretraining with a neural knowledge retriever that retrieves

knowledge from a textual knowledge corpus.

LT - -‘SEJI—T):O-/-G— -( Pre-training
- Unlabeled text ~-------------#%-----——-—-—." | corpus (X)

| The [MASK] at the top of the pyramid () E

retrieve Textual
(Neural Knowledge Retriever () ]« ------ knowledge
| corpus (Z)
(,2)

\-»[Knowledge—Augmented Encoder (qb))

Unsupervised pre-training. The knowledge retriever
and knowledge-augmented encoder are jointly pre-
trained on the unsupervised language modeling task.

L - —séfn;afe— [ Supervised
-~ Inputquery --~--------- -~ - & , data

what’s the angle of an equilateral triangle? (af):

retrieve Textual
[Neural Knowledge Retriever (0) }< —————— knowledge
| corpus (Z)
(.2)

\»[Knowledge—Augmented Encoder (qb)j

- Answer -------.
' 60 degrees (y) E

Supervised fine-tuning. After the parameters of the
retriever (0) and encoder (¢) have been pre-trained,
fine-tuned on specific task, using supervised examples.

K. Guu, K. Lee, Z. Tung et al., “REALM: retrieval-augmented language model pre-training,” ICML, 2020.

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Retrieved Results Integration

Intermediate-layer Integration - RETRO

Key idea: a “retrieval-enhanced” Retriever
autoregressive language model.
Use a chunked cross-attention module to Input ——SINGEmEINE > Result
incorporate the retrieved text. Generator
________________ e, Encoded neighbours
- I Neighbours : » 1
r | L e e e m—— e —,—————————
Retrieval BERT I I [ E5| K | Chunked cross-attention (CCA) I
dataset [ — > & — I I
N &
! > BERT : :=_3 ol L : Encoded neighbours :
I : U ' I
v — — Lrozen kNN Retriever _ _ _ ‘f—‘ Attend l v B v E I
Condition : I
_____ e |
Input r ! |
tokens | vK "V I | :
N o e N\ ) ! | H, :
| I
C, I I : |
I | | !
I | : :
L —c, —+| ATIN & caa |~ mrw —> | |
I | : '
I | : :
C, ' ' | [
| 1
A L S D N : l
X L - - — — - — -~ _ RETRODlock (x) }

Borgeaud et al. 2022. Improving Language Models by Retrieving from Trillions of Tokens



Retrieved Results Integration

-j
Output-layer Integration — KNN-LM - ===~

Retriever

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
& U; ki = f(c;) di = d(q,k;) p(k;) o< exp(—d;) PrNN(Y) = Z Ly—v;p(ki)
Obama was senator for | lllinois —> 4 Hawaii |3 |—>  Hawaii (0.7 —7" Hawaii | 0.8
Barack is married to | Michelle —| 100 llinois |4 [~ lllinois [0.2 Ve > llinois | 0.2
Obama was born in | Hawaii —> 5 Hawaii|5 —>| Hawaii|0.1
Obama is a native of | Hawaii @000 — 3 Classification Interpolation
LM (Y) p(y)=Apvn(y)+ (1= Npra(y)
Test Context Target Representation
_ Hawaii |0.2 Hawaii | 0.6
T q=f(z) o
lllinois |0.2 - lllinois | 0.2
Obama’s birthplace is ? >
Model Perplexity (/) # Trainable Params
Key idea: Combining retrieved Dev Test
. . +Transformer-XL (Dai et al., 2019) - 18.30 257TM
In generation +Phrase Induction (Luo et al., 2019) - 17.40 257TM
The approach can be applied to =5 5 or 5 Ui« Al 2019 17.96 18.65 247M
any neural language model. +kNN-LM 16.06 16.12 247TM
+Continuous Cache (Grave et al., 2017¢) 17.67 18.27 247TM
+kNN-LM + Continuous Cache 15.81 15.79 247TM

Khandelwal et al.,

“Generalization through memorization: Nearest neighbor language models,” in ICLR, 2020.
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Retrieved Results Integration

Speculative RAG - CoG

Key Idea: Formulate text generation as progressively copying text segments (e.g., words or
phrases) from an existing text collection.

[

Input -~ ) Generator i >

Retriever ﬁ
‘LReplace

................

Generating text by retrieving semantically coherent and fluent phrases from other documents.

Source Text

Phrase Table
Phrase Encoder ;‘"“""“"““"'"'“‘"'“'"""""""""""""""“""“""""""“:
i i
= - ) L L - . | ‘ - — - = - -
( MLP g || MLP .y ‘! . ..I.ﬂ:n‘{I];ll:l(;jnln‘ | _I.H\nlulil.,.\ .ul T\|l.L |I.“1.-h._-.\ .... the film premiered E
BERT del 'l L(‘n._l .__4‘_ _- 1n WE _|Lk\,|'..t.h DY Critics atthe78‘“... E+ (::!,
mode ! | the United States ... and audiences .. i cee
[ September 3, 2021. ! (Gaoa)
1 /
| (@@ @@ [(@® ©O)] (@@ ©o)] |
i - in States = e and audiences . - the . o - -
[} 1
L d

Collection

The Dune film was released |10 theaters on October 22, 2021 in the United States)

[Before] [that] [,] [the film premiered at the 78" International Film Festival on September 3, 2021.]

Tian Lan, et al. “Copy is All You Need.” In ICLR 2022
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Improving RAG performance with pre-
processing and post-processing

Retrieval Generation
Question X Answer
| AY > : >
(Input) o (Output)
Pre-processing Post-processing
Query rewriting Re-ranking
Query decomposition Compression

Query expansion Correction
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Pre-retrieval Processing

HyDE: Hypothetical Document Embeddings

Key Idea: Generate a “fake” hypothetical document that captures relevant textual patterns from the
initial query. Then, encode each hypothetical document into an embedding vector and average them.

write a passage to answer the question . ™
" B s : How wisdom teeth are removed...

how long does it take to remove : H D E _ ] 5 Some ... a few minutes, whereas

wisdom tooth ; y It usually takes between 30 : others can take 20 minutes or

" minutes and two hours to ._Jonger....

remove a wisdom tooth...

write a scientific paper passage to answer
the question

s "

...depression and anxiety had | .. two studies investigating
How has the COVID-19 pandemic impacted increased by 20% since the Contriever COVID-19 patients ... significantly
mental health? start of the pandemic... L 'AY higher level of depressive ...

write a passage in Korean to answer the ((wmo He ARs A7 B30
question in detail . =S 42 AHE S AZ|&= ‘

oIzb2 oiF| £ ARYET 2 ezt

instruction query | | generated document ‘ ] real document

| —

Gao et al. 2022. “Precise zero-shot dense retrieval without relevance labels”
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Improving RAG performance with pre-
processing and post-processing

Question
(Input)

Retrieval

Generation

& &

Pre-processing

Query rewriting
Query decomposition
Query expansion

&

:Vm Answer
> # (Output)

Post-processing

Re-ranking
Compression
Correction
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Post-retrieval Processing

Reranking using Cross-encoders

allow optimization con windows [ . \\
K Rerarkers oo cptinization of ot v Bi-Encoder Approach
4 A

Too much context Too little context Tust right! m_’[ B i _ E n COd er CO Sl ne

'E Anel your LLM And you wight With reranking, Simlla rlty
| n ?_et . " experience relevant documents .
| lost n the widdle O WSS wme )| are prioritized Que ry —’[ Bi-Encoder Score

Cross-Encoder Approach

m Cross- Similarity

277 5 v Query — Encoder Score
VAN
4 )
Document
Collection
Search Query / Retrieval Retrieve |  Re-Ranker Ranked
Question Bi-Encoder candidates Cross-Encoder hits

N \ / /

Beyond the Basics of RAG https://parlance-labs.com/education/rag/ben.html
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Post-retrieval Processing

Refiner: Restructure Retrieved Content

Key Idea: Extract and restructure document chunks, organizing query-relevant and context-completed
content into sections.

Downstream LM Output

User s With Refiner o/
L D (o ). :

( : :
- - According to the provided context, the
| Are North Marion High School and Seoul ! | answer igno. Nof’th Marion High School
: High School both located in the same countrW :
I
I
]

is located in the United States, while
""""""""""""""""" Seoul High School is located in South

they all locate in the U.S. Korea. They are in different countries.

[ Relevant Documents ]

Retrieval Refiner
LTI st sesers st s : '3' (

,’,.-‘;\ Wheeling High School, or WHS, is a public four- :\ _____ EXtraCt and StrUCture ]. ________ A
:,._ el Lyl il R r e *x End-to-End Extract and Section Query-Relevant !
, Seoul High School( Hangul: A]-2315-8t3l) is a DUb]IC I' : S i Y :
high school located in the heart of Seoul, South Korea. , """" o Contents by Distinct Information: :

———————————————————————— 1 TS

! Ottawa High School and Junior High School : i > . 1
:  The Ottawa High School and Junior High School, : : 1.1.%eo.ul High School AL e . :
: €) located at 526 and 506 S. Main St. respectively, are . : S?O‘" High School( Hangul. 1€ 315 381l) is a public :
! the historic former high school and junior high school = 1= ====~ X 1 high school located in the heart of Seoul, South Korea. ,
: in Ottawa, Kansas, : : :
;f — "North Marion High School (West Virginia) \I: i 1.2. North Marion High School (West Virginia) !
o North Marion High School is a public Double A ("AA") ! . wNorth Marion High School is a public Double A ("AA”)
1 1
1 1

high school in the U.S. state of West Virginia, witha |, _.--* high school in United States of West Virginia.
current enroliment of 851 students... R N - \ ’

Li, et al. “Refiner: Restructure Retrieval Content Efficiently to Advance Question-Answering Capabilities.” 2024
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Advanced Retrieval

SPLADE - Sparse Lexical and Expansion

Mal
great apes ""‘1': ve 5 2 T‘Ys X
. orneo
orangutans '| gorillas | Iar:o(s rainforest | e : Tave
- s wml | L e
I | _: : I|_ ||. 4
" e l \ "
Quen/; do any lowge_ monkeys come from the :‘ungle_s of Indonesia?
R . SPLADE is o neural retrieval model which learns quer\,/docume_ nt
LS sparse expansion Via the BERT MM head and sparse
r‘cgulaﬁzod: on.

Oromgutoms are native to the rainforests of ranking

DOC: Indonesia and Malo«t/&a

[UC]D

e A neural network-based approach, but it
learns sparse representations. imverted

e Learning term weighting and J
expansions minimizes vocabulary

mismatch problem.
e Forevery document and query, it / ' 7 ' ”J

\

Outputs a Weig ht@d'term matriX, the term weighting and expans:l.on
similarity of which is used to do the SpLA0E ]
SCO ring. . q = "efficient neural search"

[1]1 T. Formal, B. Piwowarski, S. Clinchant, SPLADE: Sparse Lexical and Expansion Model for First Stage
Ranking (2021), SIGIR 21
[2] T. Formal, C. Lassance, B. Piwowarski, S. Clinchant, SPLADE v2: Sparse Lexical and Expansion Model for

Information Retrieval (2021)




Advanced Retrieval

ColBERT

Inspired by sparse, dense, and re-ranking
methods.

A multi-vector representation method fee '—>

All documgnt; representations are pre- a— /

computed in isolation, with no query

awareness. \ —

Queries are encoded at inference-time.

The token-level representations are kept BEIR Scores for Small Models (33M parameters) e
until the scoring time. o= e
MaxSim operator focuses on o I O N = ~ 1
interactions between individual query £

and document tokens, rather than the .| e
full document. _— ' | - —

Strategies to save storage: downcasting +
layer, aggressive quantization, pooling




Advanced REtrievaI Standard Retrieval 4] 0.66 NDCG@5

COI Pall r=ar =1 || g == g = : (ot
= e i
. . i - emm—~ 5 e
Multi-vector + Multi-model approach vz rrem e ol T
Key idea: Bypass complexity by e o -
using images (“screenshots”) of the =T L;J?@,E)\:y (o
document pages directly during O ‘i B S,
indexing. g [ ] Ej i 12
Applies the CoIBERT late-interaction | Qosss/rae e LA L AL N CY )

approach to image tokens, generated
by a large Vision-Language Model
(VLM) such as PaliGemma.

Allows querying images, paragraphs
and tables from any document with
no pre-processing.

ColPali can answer
fine-grained
guestions by storing
image token-level
information.

’ s 1 N.;u;: 415 B ITE 92 a3 n ."‘
Query: "Which hour of the day had the highest
overall eletricity generation in 20197?"

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024

Faysse et al., ColPali: Efficient Document Retrieval with Vision Language Models
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Contextual Retrieval - The intuition

"What was the revenue growth
for ACME Corp in Q2 2023?"

User Question: L

Documents are typically
Original I"The Company'slrevenue grew by Sp“t into smaller chunks
3% over the preWm-sgu\arter." for efficient retrieval.

retrieved chunk:

But individual chunks lack

Which company? o
pany sufficient context.

. / "This chunk is from an SEC \
Contextualized . .  Added context
hunk- filing on ACME corp's _~
chun. performance in Q2 2023; the
previous quarter's revenue was
$314 million. The company's

revenue grew by 3% over the

\\ previous quarter.” / But far too much work to

manually annotate all
chunks.

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024

Prepending chunk-specific
explanatory context (50-100
tokens) to each chunk before
embedding may help.

https://www.anthropic.com/news/contextual-retrieval




Advanced RAG Patterns

Contextual Retrieval - Putting it all together

PREPROCESSING RUNTIME
(with Contextual Retrieval) (with Reranking)

Corpus %

Chunk A Run prompt for @ Re ra n ki n g Of
[: S st esults further
Chunk x | the document O pti . izes
jl — — retrieval
[ Context 1 + Chunk 1 } = Em"t:zggling Embeddingsr\ d\a/te;;:;e s { *

‘ j - Rank W erankar Generative 5
{ Context 2 + Chunk 2 J ! o ¢ fusion oplN Top K model Response
( ) ‘ hurkks chighks

( Context X + Chunk X ]—— TF-IDF : TF-IDF
: i TF-IDF index
encodings

Prepend explanatory

context to each chunk Combining results from

embeddings and BM25

https://www.anthropic.com/news/contextual-retrieval Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Advanced RAG Patterns

Self-Reflective RAG (SELF-RAG)

Retrieval-Augmented Generation (RAG) Self-reflective Retrieval-Augmented Generation (Self-RAG)
Prompt How did US states get their names? Prompt How did US states get their names? Step 1: Retrieve on demand
Step 1: Retrieve K documents —> US states got their names from a variety of sources. ! Retrieve Q
o Of the fifty states, eleven are named o o o
after an individual person. Step 2: Generate segment in parallel
e Popular names by states. In Texas,
Emma. is a popular baby name. Prompt + o Prompt + o Prompt + 9
Retriever California was named after a fictional
o island in a Spanish book. % 'l' % ‘l’ % ‘l’
Relevant | 11 of 50 state names Relevant { Californi -
evant \ i California's name has its
Step 2: Prompt LM with K docs and generate s Texas Is named —
come from persons. Supported _ o origins in a 16th-century novel
after a Native American tribe. B
Prompt How did US states get their names? + @) €) € Las Sergas de Esplandian. §  partially
»]/ Step 3: Critique outputs and select best segment
US slates got their names from a variety of
. El
%_} bsc:L_Jrcbses Eleven states arcle ngmed after an e (o E:] m ) > e m m > 9 E:]
individual person (e.g. California was named e
LM after Christopher Columbus). Some states . [E: . US states got their names from a variety of sources. 11 of 50
incly {ng Texas Utah, are named after B Repeat.... states names are come from persons. @26 states are named
Contr'adictory erican tribe No infermation in passages | after Native AmericanS, inc|Uding Utah.
Prompt: Write an essay of your best summer vacation Prompt: Write an essay of your best summer vacation

v
q o 0 o —> % —> My best... % —>| No Retrieval § My best summer vacation is when my family and | embarked on a road trip along ...

Asai et al., Self-RAG: Learning to Retrieve, Generate, and Critique through Self-Reflection Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Advanced RAG Patterns

Least-to-most prompting

Stage 1

Query the language model to
decompose the problem into
subproblems

Ql -
,/,7

Question - B 3 QL --
\\

QY --

Stage 2

Query the language model
to sequentially solve the
subproblems.

= =3

-4 {} t----> @ -==> Answer
Documernts ,—"”

Vectorstore _

e é

- {} o — —--)’Answv
Do<u~\e,n‘ts ’a' -

Vectorstore 4 e

= =

0> =
Documents

Vectorstore

Zhou, et al.2023. “Least-to-most prompting enables complex reasoning in large language models”




Advanced RAG Patterns

IRCoT - Interleaving retrieval with Chain-of-
thought reasoning

@ Who wrote the 1970 international hit song that Murray Head is most recognized for? Retrieve( @ )

)

O IRCoT Retrieve (Q) — @ » Q > |=
@ Interleaved Retrieval guided > =

©e by Chain-of-Thought Reasoning

T1 « Reason (Q, [Z, ¢ )

The 1970 international hit song that Reason( @, . @)

Murray Head is most recognized for _
is "Super Star" Retrieve (T1) — Wikipedia Title: Mack Rides
Mack Rides GmbH & Co KG, also ...

A

\4

Q: In what country was

Lost Gravity manufactured?

- 2 . A: The Lost Gravity was manufactured by Mack
Super Star" was written by . Rides. Mack Rides is a company from

Andrew Lloyd Webber and Tim Rice. Retrieve (T2) — Germany. The answer is Germany.

>

T2 « Reason (Q, [E+[E), T1)

A

Wikipedia Title: Murray Head

Murray Seafield St George Head . :
T3 «— Reason (Q, [E+ [B+[E), T1+T2) urray Seafie orge Hea

So the answer is: - Wikipedia Title: Most Beautifullest Hits

Andrew Lloyd Webber and Tim Rice. The Most Beautifullest Hits is ...
» - Q: Who wrote the 1970 international hit .. @

L R A: The 1970 international hit song that

v Murray Head is most recognized for
3 B is "Super Star". "Super Star" was written

+ : 3 by. Andrew Lloyd Webber and Tim Rice.

\ J . J

Trivedi, et al. 2023. “Interleaving retrieval with chain-of-thought reasoning for knowledge-intensive multi-step questions”  Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Advanced RAG Patterns

Graphs & RAG

Encoding Graphs via Text GraphRAG

Key Idea: Using LLMs, it parses data to create a knowledge
,"-. e it o -G graph and answer user questions about a user-provided
i W\&‘L&i LLM private dataset.
o Indexing
S « extract entities, relationships and claims from raw text

LLMs struggle on most graph tasks. « perform community detection in entities

S . — * generate community summaries and reports
Ad[jjac_ency. In ar: Lénd_l[scted gc;faphi, g,j)dmeagsdlhat‘gode i an(:] .. .
ST EE L T R * embed entities into a graph vector space
\_The edges in G are: (0, 1) (0, 2) ... (6, 7) (7, 8). ) .
p— / « embed text chunks into a textual vector space
Incident: G describes a graph among nodes 0, 1, 2, 3, 4, 5, 6, ?,-\
|,/ and 8. In this graph: Node 0 is connected to nodes 1, 2. Node 1 is
% gol;nectzd ;o ques 0, 2.tNdo;:le 2 Ciis c03nr]fected to nodes 0, 1, 3, 4, .
\ 5, 7. ... Node 8 is connected to nodes 3, 7. Y, Querylng
\”SSL":."GEE::E A g el « Global Search — Use community summaries for
the following edges in G: James and Robert are friends. ... Jennifer .
L2 Uinds ae mencs ) questions about corpus
Encoding matters. Incident encoding * Local Search - reasoning about specific entities by
works for most tasks in general. fanning-out to their neighbors and associated concepts.

Fatemi et al., Talk like a Graph: Encoding Graphs for Large Language Models, ICLR 2024
GraphRAG https://www.microsoft.com/en-us/research/blog/graphrag-unlocking-lim-discovery-on-narrative-private-data/

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Software Engineering applications of RAG

Code Generation

Source context
g ‘ . ‘ IR/DL-based Code Search Similar Code ‘ Token / Line-Level Code Completion |
def get_data_from_database( . -
gonn: Connection, Idx Search Strategy ; Code Context ( ] ) ‘ (CUPSOP - conn.cursor())
igéldln:t; E'"sour*ce" (1] Header2Code l ‘ Body Level Code Generation |
) -> str:
''"'fetch data from database''' 9 e ( cursor = conn.cursor() h
cursor = (3 NL2NL ‘ Concatenation ‘ ; cu;sor.execute(f"SELECT
\ J field} FROM table LIMIT 1
( X ) OFFSET {idx}")
Database result = cursor.fetchone()
( D T P tT late Filli if result:
def get_data_fr‘odeatabase( : ‘ L e s | i data = result[0]
conn: Connection, o Code Comment else:
idx: int = 0, i i return None
field: str = "source" i Code A i[i{ CommentA | Instruction . _/
) > et Code B || B ( ) t
- / i Code B {]; CommentB | :
(2] > H : J
T . , ~ @ | General DL Models |
L fetch data from database b b / ‘ - J \ Large Language Models \
| © | ‘ 5
Retriever Formulator Generator

The retriever uses queries in natural language or code to find
similar code, with IR-based or DL-based code search tools

Chen et al,, Code Search is All You Need? Improving Code Suggestions with Code Search, ICSE'24 Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Software Engineering applications of RAG

Code Completion - RepoCoder

Unfinished Code
| def main(self, path)

In-File
Completion

Repo-level

RAG RepoCoder

# copy image to dir
utils.copy img(data, img_dir)
# downscale images

utils.downscale(img_dir, config)

_’ First Iteration
Retrieved Code

def process_imgs(«-«-

Unfinished Repo Unfinished Repo Unfinished f)call COLMAP executable ;.;o;;.images to dir
niinishe Files Code Files Code (') ‘'VVid/m/m/m——————————_ ___ uti15-c0py_irpg_list(~-
Code ] \_/___\ ; # c.Jownscale images
l | First Iteration {- :tiiédgggzcak(m
i v Incorrect Completion @ utils.shap_to_json(---
: I COLMAP( !
[ G . ] [ Retrieval ] Retrleval | oL th = path[colnsp®], .
y | b - Senieea {0 Sacond Teeration
=>
vlv [ Generation ] Genera’uon 0__t_eit_—fit_“_i_Pft_h_[it_efE"_] _____ ! Retrieved Code

. def run_colmap(
Predicted 2 Second Iteration image path: Path,
Completion Predicted Predlcted Correct Completion colmap_path: Path,
camera_model: Model,

Completion

I run_colmap(

: image_path = path["image"],
I

I

I

v

Completion

,gpu bool = True

~
-
- N
-

colmap_path = path[“colmap"],
camera_model = self.model,

lterative retrieval-generation of ‘Using model predictions to enhance the
RepoCoder performance of code retrieval

RepoCoder: Repository-Level Code Completion Through Iterative Retrieval and Generation
https://aclanthology.org/2023.emnlp-main.151/
https://github.com/microsoft/CodeT/tree/main/RepoCoder

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024


https://aclanthology.org/2023.emnlp-main.151/
https://github.com/microsoft/CodeT/tree/main/RepoCoder

Software Engineering applications of RAG

Automated Program Repair - CEDAR

Assertion Generation Program Repair
"
Focal Method
I
Test Method a——————————————————
Error context (metadata)
Assertion | I

¥

splitting

Demonstration Test set

Pool

Mew Assertion (assertion generation)

Incomplete code

= = = = = = = = = = 1

Test method (assertion generation) !

testlLogManagerCreation() {
org.jsoar.kernel.LogManager

logManager = agent.getlLogManager!();
"<AssertPlaceHolder=";

}

Buggy code (program repair) !

return 'local’;
break;

case "mapbox:': !

' | org.junit.Assert.assertNotNull

. | | logManager)
Evaluation T &

Fixed code (program repair)

return 'local';
'mapbox:":

Nashid et al., 2023. “Retrieval-Based Prompt Selection for Code-Related Few-Shot Learning”

Demonstration
Retriever

Retrieved similar code

Test method (assertion generation) M

testJustifications() {
runTest("testlustifications", 2);
org.jsoar.kernel.Production j =
agent.getProductions().getProduction("just
ification-1"1;
"eAssertPlaceHolder=";
}

Buggy code (program repair)

return date.getFullYear();
break;

= 'month’:

T .

Demonstrations

|

Demonstrations 1...N

Query

Template

Prompt
Builder

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Software Engineering applications of RAG

Code Summarization

—
public sg-:k bytel] t:clg(ndl:nl‘itﬂ&ay!u(:hlr[] chars,
int offset length
end e [: Analysis-Products:1.: |
Input & EL om0 ¢ [ Comment1_]
Code , =amiizi: iy g~ Exemplar triol
Tuters cuselts __ Exemplar triples
' (few shots)
1 %4
2 - - =
. :Ah'l\t = Prod Input Code
i i .
= ot ™+ Analysis Product
—

5
Pool of
/* Output
samples Summary */ A
6

Generative
model (GPT-3.x)

Retrieve best matching samples. Three input
output pairs are used in produce a prompt
with exemplars.

pp )
public static Map < String, String >

— SOUICe | ap«sting, Sting > ofsetiap.
if (lastSourceOffset == null || lastSourceOffset.isEmpty()) {
COde offsetMap = new HashMap < > ();

Offset) throws 10!

}else {
offsetMap = JSSON_MAPPER .readValue(lastSourceOffset, Map.class);

One | DataFlow | i sarsstwoanicss
11, 15,
Exemplar Info ——

lastSourceOffset-{16] [31, 35, 60]
offsetMap-{27] [42, 54, 69]

B We categorized the identifiers into different classes.

Names’ Parameters of the function: [lastSourceOffset]

SCOPES | wethod Arguments: PlastSourceOffset]
Variable declaration: ['offsetMap']

OUtPUt “Deserialize String offset to
Comment Map of table to offset”

}
return offsetMap;
}
Repo Please find some info about the location
of the function in the repo.
ln fo Repo: streamsets/datacollector
Path: stagesupport/src/main/java/com/.../OffsetUtil. java
Function_name: OffsetUtil.deserializeOffsetMap

GitHub

TreeSitter

Exemplars have components from

multiple sources.

Ahmed et al., Automatic Semantic Augmentation of Language Model Prompts (for Code Summarization), ICSE'24

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Limitations of RAG

Needle in a haystack

Pressure Testing GPT-4 128K via "Needle In A HayStack”
Asking GPT-4 To Do Fact Retrieval Across Context Lengths & Document Depth
Top Of
Doct':ment 100%
Accuracy
Less than Sk tokens Of Retrieval
Short Context .
equivalent to RAG on few pages GPT-4 retrieval accuracy
gy started to degrade at large
context lengths when the fact
was placed between
10%-50% document depth
Placed Fact 6%
50%
ooc A
5K to 25Kk tokens RAAIEon Lt Of roevci
Depth
D Medium Context equivalent to RAG on a book
chapter 5
Doc Depth
0%
Accuracy
Bottom Of Of Retrieval
40K to 100K tokens Document K 10K 19K 28K 37K 46K 55K 64K 73K 82K 9K 100K 109K  T8K 128K
Long Context -— Context Length (# Tokens —_—
E g equivalent to RAG on a book gth ( )
Goal: Test GPT-4 Ability To Retrieve Information From Large Context Windows
A fact was placed within a document. GPT-4 (1106-preview) was then asked to retrieve it. The output was evaluated for accuracy.
This test was run at 15 different document depths (top > bottom) and 15 different context lengths (1K >128K tokens).
2x tests were run for larger contexts for a larger sample size.

LLM In-Context Recall is Prompt Dependent, https://arxiv.org/pdf/2404.08865
Lost in the Middle: How Language Models Use Long Contexts https://arxiv.org/pdf/2307.03172
Large Language Models Can Be Easily Distracted by Irrelevant Context https://arxiv.org/pdf/2302.00093

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Limitations of RAG

Irrelevant context can be harmful

“Limit additional context in retrieval-augmented
generation (RAG): When providing additional context or
documents, include only the most relevant information to
prevent the model from overcomplicating its response.”

Prompting o1 is noticeably different; in particular:

- Chain-of-thought and asking the model to “think out loud” are - Open Al Docu mehtatlon for reaspnmg modgls.

common prompts for previous models. On the contrary, we find that https://platform.openai.com/docs/guides/reasoning

asking o1 to only give the final answer often performs better, since it will N /
4 N

LLMs Can Be Easily Distracted by Irrelevant Context.

= o1 requires denser context and is more sensitive to clutter and Adding irrelevant contexts to GSM8K leads to 20+ points

unnecessary tokens. Traditional prompting approaches often involve perfo rmance dro p.

redundancy in giving instructions, which we found negatively impacted

pefiermance with o1. Lucy has $65 in the bank. She made a $15 deposit and then followed by a $4

withdrawal. Maria's monthly rent is $10. WWhat is Lucy’s bank balance?

- of’s improved intelligence trades off with increased variability in
following highly prescriptive instructions. LLM

40.5K Lucy's bank balance is $65 + $15 - $4 = $10 = $66. The answer is $66.

Shi et al., ICML '23. https://arxiv.org/abs/2302.00093

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Productionizing Challenges of RAG

RAG vs Fine-tuning

T
[eoo &
?—? o m@ &
O on

R —O- :

Prompt Retrieval Fine-tuning Pre-train
engineering augmented from scratch
generation
(RAG)

Complexity/Compute-intensiveness

https://www.databricks.com/de/glossary/large-language-models-IIm

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024


https://www.databricks.com/de/glossary/large-language-models-llm

Productionizing Challenges of RAG

Too many configuration options
/ bostomdubsls, S5 \

‘ Choice of eml:e_auings
E S B Embed documents
e 5 —' Embedding l(nowleolge base
Rl setuse] model as a Vector database
. Query . Passage Passage Prompt Generator
P (& e-PrOductIOV\ T Expansion Retrieval Augmenter Reranker Maker (LLM)
........................................................................... — S
In f‘OO(UQt;OV\ 1. Retriever
P / Hyde Vectordb Pass Pass Reranker fstring OpenAl (gpt-3.5-turbo)
Passage Augmenter | TapT
Query BM25 L text reord
Embeddmg 2 Decompose Prev Next MonaTs ong context reorder
s8¢ Find closest documents to Hybrid rrf Augmenter UPR
embedded user query pass zar:e:w
. . Query Expansion Hybrid olbel
‘:J Usel' query R mu[a‘te Use me‘tow(od;a W Searchh yoneree Sentence Transformer
user auery?  Embed user query K Hybrid dbsf Flag Embedding
Flag Embedding LLM /

* Document n°1: {
“‘ text_content: "Now let us conclude with ... ",

? Top k similar vector_embedding: [-0.0398, ©.9888, ...1,
metadata: {"source": "Final chapter"},
documents| 3
N Document n°k: {...}

\

(24 Reader N \

Post-process and aggregate

:J Context document contents into a context L Cont|nuous Exper|mentat|on

- Pr‘omp‘t. compression . . . . .
\ - Reraning « Automated pipeline optimization

Build prompt based on
LLM Prompt User query and Context
Generate Prompt choice

- LLM Answer | < @& LLM |e—"

Vi gnpy generation?

\_ ; _/

AutoRAG: Automated Framework for optimization of Retrieval Augmented Generation Pipeline https://arxiv.org/pdf/2410.20878

9 User query

Can such techniques help?

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Productionizing Challenges of RAG

Evaluating RAG Systems

Context Adherence: the degree to which a model's response aligns strictly with the given context.

e I
RAG Specific ,
«  Context Precision Natural Language Comparison Igra g a S
e Context Recall * Factual .Cor.reFtngss
 Context Entities Recall ° Semantic S|n.1|lar|.tv. ,
. Noise Sensitivity * Non LLM String Similarity General purpc?se
. Response Relevancy * BLEU Score . A‘spect Crl-tIC | |
e Faithfulness . RO.UGE Score * Simple Criteria Scoring
e Multimodal Eaithfulness e String Presence e Rubrics based scoring
e Multimodal Relevance * Exact Match * Instance specific rubrics scoring
\

/
You may have to roll your own evaluation, with your own data and queries for the particular use W
case. A public IR dataset may not work. But metrics libraries can help!

BoF
5.0)"
@0

Gallaba et al., Alware Leadership Bootcamp, Toronto, Canada, 2024


https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/context_precision/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/context_recall/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/context_entities_recall/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/noise_sensitivity/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/answer_relevance/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/faithfulness/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/multi_modal_faithfulness/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/multi_modal_relevance/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/factual_correctness/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/semantic_similarity/
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/traditional/#non-llm-string-similarity
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/traditional/#bleu-score
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/traditional/#rouge-score
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/traditional/#string-presence
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/traditional/#exact-match
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/general_purpose/#aspect-critic
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/general_purpose/#simple-criteria-scoring
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/general_purpose/#rubrics-based-scoring
https://docs.ragas.io/en/latest/concepts/metrics/available_metrics/general_purpose/#instance-specific-rubrics-scoring

Survey papers on RAG

. Gao et al, Retrieval-Augmented Generation for Large Language Models: A Survey
https://arxiv.org/pdf/2312.10997

. Zhao et al, Retrieval-Augmented Generation for Al-Generated Content: A Survey
https.//arxiv.org/pdf/2402.19473

. Zhao et al, Retrieving Multimodal Information for Augmented Generation: A
Survey https://aclanthology.org/2023.findings-emnlp.314v2.pdf

. Fanetal, A Survey on RAG Meeting LLMs: Towards Retrieval-Augmented Large
Language Models https://doi.org/10.1145/3637528.3671470

. Kenthapadi et al., Grounding and Evaluation for Large Language Models: Practical
Challenges and Lessons Learned (Survey), KDD 2024.
https://dl.acm.org/doi/10.1145/3637528.3671467
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