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Alware is a system that integrates different components,
including (but not limited to) FMs, retrievers, databases, and
external tools to tackle Al tasks effectively
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Poor-quality Alware leads reputational
harm and financial losses

Air Canada responsible for errors = Google chief admits ‘biased’ Al

by website chatbot after B.C. tool’s photo diversity offended
customer denied retroactive users.
discount.
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Environmental, social and governance
risks in Alware

Lack of truthfulness/hallucinations 69.8%

67.3%

Biased output

Leaks of proprietary data 62.6%

Sophisticated phishing, fraud, and social engineering 61.1%

Copyright infringement 59.3%

3

Lack of transparency

‘Shadow Al usage will be pervasive inside enterprises 38.9%

Energy usage and environmental harm 32.7%
Other

| do not know

N
b
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éhoica Response percent 1

“What environmental, social, and governance risks are created by the adoption of
generative Al and Large Language Models? (Select all that apply)”
\.-o expert.ai Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Evaluation is the key hurdle in Alware
development

@ Andrew Ng

A barrier to faster progress in generative Al is evaluations (evals),
particularly of custom Al applications that generate free-form text. Let’s

say you have a multi-agent research system that includes a researcher
agent and a writer agent. Would adding a fact-checking agent improve

the results? If we can’t efficiently evaluate the impact of such changes,
it’s hard to know which changes to keep.

https://x.com/AndrewYNg/status/1796206876805489105
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Good evals are very difficult to build

“This is because good evals are very difficult to build at
Tesla | probably spent 1/3 of my time on data, 1/3 on
evals, and 1/3 on everything else. They have to be
comprehensive, representative, of high quality, and measure
gradient signal (i.e. not too easy, not too hard), and there are
a lot of details to think through and get right before your
gualitative and quantitative assessments line up.

Anyway, good evals are unintuitively difficult, highly

work-intensive, but quite important, so I'm happy to see Andrej Karpathy
more organizations join the effort to do it well.”

https://x.com/karpathy/status/1795873666481402010 Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 ‘ !;



Many moving parts and moving goals

...........................................................................................................................

Retrieval Augmented Generation (RAG) enhanced GenAl Ref Solution
(Chatbot, semantic search, summarization, code-gen, etc.)
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What subject to evaluate?

 FMs evaluation: The process of assessing the performance
and capabilities of FMs. This entalls testing these models
across various tasks, datasets and metrics to gauge their
effectiveness.

* Alware evaluation: The comprehensive assessment of the
end-to-end performance of Alware to provide insights. This
Involves evaluating the entire system built around FMs,
Including aspects like scalability, security, and integration with
other components such as APIs or databases.
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Terminologies

 Evaluation (evals)
* Testing

* Benchmarking

* Datasets

« Guardrails

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 A




Evaluation (Evals)

Definition: Evaluation refers to the overall process of assessing an
FM or an Alware’s performance, reliability, and alignment with
Intended goals. Evaluation includes assessing response gquality,
accuracy, safety, bias, and other metrics based on various criteria.

Mix-Used Terms:

« Evaluation often encompasses testing, benchmarking, and
guardrails.

« Evaluation metrics can sometimes refer to specific benchmarks or
datasets used to gauge performance on particular tasks.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 .



Testing

Definition: Testing Is the process of examining the functionality and
pehavior of an FM or Alware in a controlled setting. It usually occurs Iin
poth development and pre-deployment phases to ensure FMs’ and

Alware’s robustness, safety, and performance alignment with
expected results.

Mix-Used Terms:

 Testing can be seen as part of evaluation but is usually narrower In
scope, focusing on specific behaviors or edge cases.

« Often confused with guardrails, as certain safety tests function to
“guard” the system against unacceptable behavior.

= Q.0 ‘
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Benchmarking

Definition: Benchmarking refers to comparing an FM or Alware
against standardized tasks or other models to evaluate its
performance. Benchmarks establish baseline metrics for various tasks
like text classification, summarization, or toxicity detection, enabling
comparisons across models and Alware systems.

Mix-Used Terms:

* Benchmark is sometimes used interchangeably with dataset, as
benchmarks are often a combination of dataset + evaluation metrics.

« Sometimes referred to as evaluation benchmarks, as they both
measure and establish expected performance standards.
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Datasets

Definition: Datasets are collections of text data used to train, fine-tune, or
evaluate FMs and Alware. Eval datasets include examples tailored for specific
tasks (e.g., guestion-answer pairs, summarization tasks) that test model
performance in a standardized way. Some datasets, when used for evaluation
purposes, become known as “benchmarks” due to their established metrics

and standards.

Mix-Used Terms:

« Datasets and benchmarks are often used interchangeably when referring to data
used for evaluation.

« For example, MMLU, a benchmark for multi-task language understanding,
provides a comprehensive suite of tasks to assess the performance of FMs across

different domains.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 A



Guardrails

Definition: Guardrails are mechanisms or constraints designed to
keep the FM’s output safe, relevant, and aligned with ethical or
operational standards. They can include rule-based filters, safety
checks, or policy-driven response restrictions that prevent unsafe or
biased responses.

Mix-Used Terms:

« Guardrails are sometimes equated with testing for safety or bias, as the
process of testing for safety may resemble a guardrail mechanism.

* |n certain scenarios, guardrails are also conflated with evaluation constraints
focused on output acceptability.
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Summary of Mix-Used Terms

Term

Mix-ups

Evaluation (eval)

Encompasses testing, benchmarking, and guardrails.

Testing

Often overlaps with guardrails when assessing safety criteria.

Benchmarking

Can refer to specific datasets with performance metrics.

Datasets

Often used interchangeably with benchmarks for eval purposes.

Guardrails

Overlaps with testing when focusing on preventing risky output.
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Ensures Alware perform as expected

* |[dentifies and rectifies errors or inefficiencies: continuously monitors and
detects errors or inefficiencies within Al systems, allowing for timely
Interventions and improvements.

 Maintains high standards of performance: ensures that the Al system
consistently meets performance benchmarks and operates at optimal levels.

* Debugs issues: Involves thorough logging and inspecting of data
to diagnose and resolve issues effectively.

 Changes behavior or the system: Implements modifications to
the system through prompt engineering, fine-tuning, and writing
code to adapt to new requirements or improve performance.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 A



Maintaining user trust and satisfaction

« User satisfaction is paramount.
» Consistent, high-quality output builds trust.
* Reliable Alware enhances user experience.

-------------------------------------------------------------------------------------------

1 1 |
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1 \4 v |
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creation
 Goals e Tasks - Test case * Record scores  « Result analysis
« Requirements . Datasets execution « Feedback « Interpretation
* Criteria - Testing strategies Trace & logging
» Approach &
methods
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Iterating Quickly

* Robust evals are crucial for the
success of Alware because they
provide a structured way to measure
and understand the performance of
Alware, enabling rapid iteration and
Improvement.

* Reqgularly updating tests and
leveraging human feedback ensures
the Alware evolves and improves
over time. By adapting to new data
and incorporating human insights,
these updates help in refining the

Alware iteratively.
https://x.com/HamelHusain/status/1773765490663735319

Success

Hamel Husain

| often hear that evals are the most confusing part of creating LLM Al
products. It's a shame b/c IMO, domain-specific evals are the most
important part of an Al product!

S
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Common text generation tasks

« Summary task: Generate concise « Machine translation task: Evaluate FMs’
summaries of longer texts. ability to translate text between languages.

. Can you please translate the following text in quotes into French?

ED Summarize the main characters in the Marvel Cinematic Universe

“Neil Armstrong is most famous for being the first person to walk on the moon. This historic event
occurred on July 21, 1969.”

@ As of my knowledge cutoff date in January 2022, the Marvel Cinematic Universe (MCU) has a

“Neil Armstrong est surtout célébre pour étre la premiére personne a marcher sur la lune. Cet événement
historique a eu lieu le 21 juillet 1969."

vast array of characters. Here's a summary of some of the main characters up to that point:

1. Iron Man / Tony Stark (Robert Downey Jr.): A genius billionaire and philanthropist who
becomes the armored superhero, Iron Man. He plays a crucial role in the formation of the

Avengers. » Dialogue generation task: Generate

. Captain America / Steve Rogers (Chris Evans): A super-soldier from World War Il who is

thawed out and becomes the leader of the Avengers. He possesses enhanced strength and CO ntextu al Iy COherent responses |n

wields an indestructible shield. . .
3. Thor (Chris Hemsworth): The Norse God of Thunder who wields the enchanted hammer Conve rsatl O nal Settl ngs .

Mijolnir. Thor is a powerful member of the Avengers. How do | create a chatbot?

* Question answering (QA) task: Answer _ _
There are many different ways to create a chatbot, but one of the most common ways is i
q u eStIO ns based on co ntext or kn 0W| edg e. to use a natural language processing (NLP) library or framework to build a bot that can

understand and respond to user input in a human-like way. Some popular NLP libraries

and frameworks include Google's Dialogflow, Rasa, and Microsoft's Bot Framework. To

create a chatbot using one of these frameworks, you will need to have some experience

with programming and natural language processing.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Common text generation tasks

 Named Entity Recognition (NER) Task:
|dentify and classify entities (e.g., names,
dates, locations) in text.

« 4 Y A C Skip

Show only incomplete jobs

BEEERY < representative to the GBS =
URIBH ‘s veterinary committee [N

BEREES scid on Wednesday consumers a
should buy [l from countries other -
than BEEEIR until the scientific advice was

clearer a

 Language Modeling Task: Assess how
well FMs predict the next word in a
seqguence.

The cat sat onthe ___ ?

@ The cat sat on the windowsill.

« Text Classification Task: Categorize input
text into predefined classes or labels.

Sentiment analysis: Determining whether a text
expresses positive, negative, or neutral sentiment.

Topic classification: Assigning topics to documents,
such as news articles or research papers.

Spam detection: Identifying and filtering out spam
emails or messages.

Is the sentiment in this "I love this product™ positive, negative, or

neutral?

The sentiment in "I love this product” is positive.@
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Code generation task

Automatically create code snippets or complete programs based on natural
language descriptions or specific prompts. Streamlines software development
by automating code creation, saving time, and reducing the potential for human
error. Enhances productivity and enables rapid prototyping.

° Automa‘ted Code Completlon EnhanC|ng Write a function to reverse a string in Python.

developer productivity by predicting and
completing code.

& Here's a simple function to reverse a string in Python:

python

» Code snippet generation: Quickly generating
common code patterns or functions.

¢ Fu” program generation: BUilding entire reversed_string = reverse_string(input_string)
applications from detailed specifications. el st

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Safety and ethical compliance tasks

Toxicity Biases Legal Aspects
Harmful or Biased or unfair Data Protection,

discriminatory language across different Intellectual Property,
language or content demographic groups and the EU Al Act

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Mitigating biases and ethical considerations

* Types of Bias:

» Gender Bias: associating specific roles or characteristics with a particular
gender, e.g., assuming a doctor is male and a nurse is female.

« Racial Bias: producing discriminatory or harmful results when processing
names or terms associated with certain races or ethnicities.

« Cultural Bias: reflecting a preference for cultural norms or references that
are more prevalent in the data used to train the model.

 Legal aspects:

« Data Leakage: accidentally revealing sensitive information due to insufficient
anonymization or data handling practices.

« Training on Public Data: even when using publicly available data, personal
information may remain hidden within the training set, posing a privacy risk.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Reliability tasks

« Hallucination: Tests the model’s accuracy and 297

tendency to generate factually incorrect or fabricated 2
Information, especially in tasks that require a high ((@))
degree of factual grounding.

« Consistency: Evaluates the model's ability to produce
stable responses to similar queries, ensuring
repeatability and predictability in its outputs.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 .
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Datasets for evaluation

Description Advantages Challenges
Human Manually selected and » High accuracy and » Time-consuming and labor-
curation annotated datasets relevance. intensive.
tailored for specific » Customizable to specific » Potential for human biases.
tasks. needs.
Synthetic Data generated algorith | > Scalable and can cover a » May lack the complexity and
mically to simulate real- wide range of scenarios. nuance of real data.
world scenarios. Fills » Reduces reliance on » Quality depends on the

gaps where real data is
scarce or sensitive.

potentially sensitive or
private data.

generation algorithm.

Existing data
(benchmarks)

Utilizing pre-existing
datasets available from
various sources.

Readily available and often
comprehensive.
Cost-effective as no
additional annotation is
required.

May not align perfectly with
specific evaluation needs.
Quality and relevance can
vary.

Hard to keep out-to-date.
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Testing strategies

Traditional Software

Alware

Unit Tests

Tests individual functions or modules to
ensure they produce correct, expected
outputs for given inputs. Primarily focuses
on exact match correctness.

Tests specific prompts or components (e.g.,
tokenization, generation functions). May need to
validate outputs that are fuzzy or context-
dependent, where there may be multiple correct
answers.

Regression Tests

Ensures that new updates do not break or
alter existing features. Checks that
previously passing tests still pass.

Ensures that updates (e.g., fine-tuning) do not
degrade model performance across a set of
prompts. May involve benchmarking against
older versions to track shifts in behavior or
performance.

Backtesting

Used primarily in financial or algorithmic
systems to check how algorithms perform
on historical data. Assesses if strategies
would have worked in the past.

Can be used to check how models perform on
previous datasets or use cases, particularly
after updates. Allows teams to understand
changes in response quality or improvements
over time based on past interactions or
benchmark datasets.
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Key differences in testing

Traditional Software

Alware

Generally deterministic, making it easier to
create exact-match test cases.

Probabilistic and generate varied outputs,
requiring more nuanced evaluation metrics.

Traditional regression testing is about ensuring
no code breakage, i.e., static.

Alware testing is about evaluating its performance
for consistency across updates, balancing
Improvements without regressions in other areas,
l.e., adaptive.

Determine the testing result quantitatively based
on automated tests with clear pass/fail outcomes.

Focus on qualitative aspects in specific contexts,
such as whether the response is contextually
appropriate or deviates from the input query, often
involving human evaluation.
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Error analysis and debugging

* Analyze failure cases and find error patterns and failure modes, e.g.,
functional issues, task-specific errors.

* Debugging the patterns and failure modes and identify the root cause.

« A/B testing: Compare responses across different versions or prompts to understand
discrepancies.

* Fine-grained data examination: Tag and analyze specific error types within sample
outputs to look for error patterns in response relevance, tone, or factuality.

* Fix the bug

* Validate changes with targeted testing

="\0.8 )
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Example: debugging an RAG-powered app

RAG performs optimally when the necessary information is easily accessible.
The avallability of relevant documents directs RAG system evaluations toward
two crucial facets:

« Retrieval: assesses the quality
(e.g., accuracy and relevance) of

) .- Faithfullness Context Precision
the retrieved documents. o T
4= D
« Generation: gauges the suitability g (ED'.
of the ge_nerated response given = §
the provided context. O Relevance Context Recall

: 1(6)!
https://arxiv.org/pdf/2309.15217 Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 | @A



Metrics for debugging

* Retrieval evaluation metrics

Description Metrics

Groundedness or
faithfulness

The degree to which the response of Binary classification: Faithful or unfaithful

AlWare adheres to the retrieved context.

Context relevance

Assesses the relevance of the retrieved | Binary classification: Relevant or irrelevant

context in addressing the user’s query. Ranking metrics: Mean Reciprocal Rank (MRR), Precision@K,
Mean Average Precision (MAP), Hit Rate, Normalized
Discounted Cumulative Gain (NDCG)

 Generation evaluation metrics

Description

Metrics

Diversity

How well the LLM adapts to different contexts and types of
gueries, showing its versatility

Fluency, Perplexity, ROUGE scores

Answer relevance

Gauges how relevant the generated response is to the
user’s query.

Binary classification: Relevant/Irrelevant

QA correctness

Detects whether a question was correctly answered by the
system based on the retrieved data

Binary classification: Correct/Incorrect

Hallucinations

To detect LLM hallucinations relative to retrieved context

Binary classification: Factual/Hallucinated

Toxicity

Used to identify if the Al response is racist, biased, or toxic

—

Disparity Analysis, Fairness Scoring, Binary

In %@?H'%’:&qy&a%%TJQ&QQ;Q&CFMOMO, Canada, 2024




Are these metrics enough? Where is the
bug?

-

Retrieval Augmented Generation (RAG) enhanced GenAl Ref Solution
(Chatbot, semantic search, summarization, code-gen, etc.)
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Human evaluation

To assess the performance and quality of FM-generated outputs by

leveraging human judgment and expertise. Human evaluators provide
nuanced feedback that automated metrics often miss, ensuring

comprehensive and accurate assessments.
Looks good o J

input Alware output EXxperts Looks bad o J
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Common evaluation methods

« Reference-based:
« Compares generated responses to predefined "gold standard" or reference responses.
« Examples: Machine translation and summarization tasks.

« Reference-free:
« Evaluates the output without predefined references, relying on human knowledge.

« Examples: Useful in tasks where reference responses are not available or not feasible to
create, such as dialogue generation and creative text generation.

« Pairwise comparison:

* Involve comparing pairs of outputs to determine which one is better according to certain
criteria.

« Examples: Subjective tasks like creative text generation, evaluating different story endings, or
comparing responses in dialogue systems.
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Reference-based vs. reference-free vs.
pairwise comparison

Methods

Advantages

Challenges

Reference-based

>

>

Provides clear benchmarks for
comparison.
Ensures consistency in evaluations.

>

Hard to create gold standards for certain tasks
(e.g., language understanding and question
answering).

Limited to the predefined benchmarks.

Reference-free

Flexibility in evaluation without needing a
reference corpus.
Can adapt to new and evolving tasks.

Potentially less objective without a standard for
comparison.
Can be challenging to establish consistent criteria.

Pairwise
comparison

Helps capture nuanced preferences and
subtle differences.

Useful for tasks with subjective quality
measures.

Requires a large number of comparisons for
robust evaluation
Subject to evaluator bias and variability.
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Casual evaluation — vibe checks

Vibe-checks involve manual evaluations conducted by individuals on undisclosed prompts to get an overall
sense of how well models perform across various use cases, from coding to the quality of content. These
evaluations are often shared on platforms like Twitter and Reddit. Although they largely provide anecdotal
evidence and are sensitive to confirmation bias (people tend to find what they are looking for), they can serve as
a valuable starting point for assessing your own use cases.

Pros:

« Lower Cost: Relies on the goodwill of the crowd, reducing evaluation expenses.

« Edge Case Discovery: Users’ creativity in an unbounded manner can uncover interesting edge cases.
Cons:

» High Subjectivity: It is challenging to enforce consistent grading from a diverse group using broad guidelines. Annotators’ p
references can be culturally bound. However, the "wisdom of the crowd" effect can smooth over these inconsistencies.

« Unrepresentative Preference Ranking: Tech-savvy young men, who are over-represented on many online platforms can
skew preferences, leading to mismatches with the general population’s interests.

« Easy to Game: Unfiltered crowdsourced annotators can easily be manipulated by third parties to inflate the scores of specifi
¢ models, particularly when those models have distinctive writing styles.

https://olshansky.substack.com/p/vibe-checks-are-all-you-need Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Automatic evaluation

The use of predefined algorithms and metrics to assess the
performance of FMs without human intervention. This approach
provides standardized, repeatable, and scalable assessments by
guantifying model performance against established benchmarks and
criteria. Automatic evaluation methods are crucial for ensuring
consistency and efficiency in model evaluations, enabling
comparisons across different models and tasks.

« Benchmarking
o Automatic metrics

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 A



Benchmarking

To provide a standardized way to measure and compare the performance of FMs
and other Alware against predefined benchmarks. Benchmarking ensures consistent
evaluation across different models, facilitating the identification of the best-
performing models and driving improvements in Alware.

Instruction Following >

T
Benchmarking

Alware

Leaderboard

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Common benchmarks

MMLU - Multitask accuracy.
GPQA - Reasoning capabilities.

HumanEval - Python coding
tasks.

MATH - Math problems with 7
difficulty levels.

BFCL - The ability of the model
to call functions/tools.

MGSM - Multilingual capabillities.

MBPP — Basic Python coding
tasks.

SWE-bench — Coding tasks.

SWAG - Situational
commonsense reasoning.

ARC - Grade-school science
reasoning.

 GLUE - Overall language

understanding.

« Natural Questions - Real-world

guestion answering.

 LAMBADA - Long-range narrative

comprehension.

« HellaSwag - Natural language

inference.

BigBench - Broad language
understanding.

Truthful QA - Factual response
accuracy.

Chatbot Arena - Human-centric
output comparison.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024

SQUAD - Reading
comprehension test.

CoQA - Conversational question
answering.

MRPC - Paraphrase
identification.

WNLI - Winograd schema
challenge.

QQP - Duplicate question
detection.

PIQA - Physical commonsense
reasoning.

ReClor - Logical reasoning.




e e L L
‘¥’ LMSYS Chatbot Arena Leaderboard Model Arena

Blog | GitHub | Paper | Dataset | Twitter | Discord | Kaggle Competition

LMSYS Chatbot Arena is a crowdsourced open platform for LLM evals. We've collected over 1,000,000 human pairwise comparisons to rank LLMs with the Bradley-Terry
model and display the model ratings in Elo-scale. You can find more details in our paper. Chatbot arena is on ity participation, please contribute by
casting your vote!

R

anking Dataframe
= I ]

Total #models: 114, Total #votes: 1,412,281, Last updated: 2024-06-29.
& NEW! View leaderboard for different categories (e.g,, coding, long user query)! This is still in preview and subject to change.
Code to recreate leaderboard tables and plots in this notebook. You can contribute your vote at chat.Imsys.org!

Category Overall Questions

IOveIaIl Filtering Option - #models: 114 (100%) #votes: 1,412,281 (100%) S
Ranking Criteria

. - rRank (UB): model's ranking (upper-bound), defined by one + the number of models that are statistically better than the target modell Model A is statistically better
L e a e r O ar S - e n t ra I Z e p at O rl I I S t at traC a n ra n I M S than model B when A's lower-bound score is greater than B's upper-bound score (in 95% confidence interval). See Figure 1 below for visualization of the confidence

intervals of model scores. Model Information

based on various performance metrics. They help software e |

95% CI » Votes + |Oxganization License
Score 3 Cutoff
Evaluation Results
] ] LN L] GPT-40-2024-05-13 1287 +3/-4 51645 OpenAl Proprietary 2023/10
engineering teams compare and select the best models for SpECIfIC Eomsiisme wom s e s v s
Evaluation Record
Gemini-Advanced-0514 1266 +3/-3 39732 Google Proprietary Online

Submit your model here!
aS S . Model Information

float16

Operational Workflows: Leaderboards operate through complex

workflows to ensure continuous and reliable updates. — |
Grinished ewaluations (7640 Evaluation Results against Benchmarks “
Ve @running Ewaluation quewe 5 Submitted Models Being Evaluated by Evaluation Harness <
A 2 pending Evaluat ws Submitted Models to be Evaluated “
L = ]

0 R Submit Eval Submission Channel
65.9% 7N " EIE

Evaluation Evaluation Record s
submission extraction integration

O O
40 - L_ ]
33 /O —_ o o —_ .- /

o Leaderboards
Model Model Prediction Record

submission inference extraction integration

https://arxiv.org/pdf/2407.04065 Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Automatic Metrics

To provide standardized, quantitative measures for evaluating the performance
of Alware. Automatic metrics offer an objective and scalable way to assess the
guality of generated content, making the evaluation process more efficient and
reliable. These metrics are algorithmic methods used to evaluate various
aspects of Alware:

« Text generation: BLEU, ROUGE, METEOR, CIDEr, SPIC, etc

 Model performance: Perplexity, BERTScore, GLEU, accuracy, precision,
etc

« Task-specific: WER, CER, MRR, Accuracy, F1, etc

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 A



BLEU (Bilingual Evaluation Understudy)

The BLEU score calculation revolves around n-grams, contiguous
sequences of words or tokens from a given text. These n-grams help
compare the Alware-generated text with the reference text by checking for
matches at different levels:

Unigrams (1-gram): Single words (e.g., “the”, “cat”).

Bigrams (2-gram): Pairs of consecutive words (e.g., “the cat”).

Trigrams (3-gram): Three consecutive words (e.g., “the cat sat”).

4-grams: Four consecutive words (e.g., “the cat sat on”).

By examining these n-grams, BLEU assesses the number of sequences of words from the
machine-generated translation that appear in the reference translations.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 .



Perplexity

The best language model is one that best predicts an unseen test set.

1

Given the highest P(sentence), PP(W) = P(ww,..w,) N

Pww,..w,)

Perplexity is the inverse probability of the test set, normalized by
the number of words. J v

. : 1
Chain rule: FEW) = . HP(H"W[ Wi-1)

i=1

.
: T 1

For bigrams: PP(W) = gnmw o)
i|"i-1

= Q.0 ‘
Lin et al., Alwar Lé?olership Bootcamp, Toronto, Canada, 2024 .




Human evaluation vs. benchmarking
vs. automatic metrics

Advantages Challenges
Human evaluation | » Provide nuanced, expert feedback that | > Time-consuming and labor-intensive.
automated metrics might miss. » Subjective and may lack consistency.
» Comprehensive and context-aware
assessment.
Benchmarking » Standardized way to measure and » May not cover all aspects of model
compare performance performance.
» Ensure consistency across different » Become outdated when the FM field and
models. Alware evolve.
» Facilitates identification of top- » Limited scopes to predefined benchmarks.
performing models and drive
improvements.
Automatic metrics | » Objective and scalable. » May miss nuanced aspects of performance.
» Efficient and reliable for large-scale » Can be gamed or optimized for specific
evaluations. metrics.
» Provide quantitative measures of » May not reflect real-world applicability.

performance.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Overview of the session

dMotivation

dDesign and creation of evaluations (evals)
dWhat are evals?
LEval primitives: tasks, datasets, testing strategies, approaches & methods
dAl-as-a-judge
UEval optimization
dProduction vs. development
dTest minimization

Evolution of eval

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 B2 A



Al-as-a-judge

Al-as-a-Judge automates the evaluation process, leveraging FMs to
efficiently and consistently assess Alware, reducing manual effort and
ensuring high quality. While human evaluations offer deep understanding,

they are costly and slow, and automated metrics struggle with complex,
open-ended tasks.

[System]

Please act as an impartial judge and evaluate the quality of the response provided by an
AT assistant to the user question displayed below. Your evaluation should consider factors
such as the helpfulness, relevance, accuracy, depth, creativity, and level of detail of
the response. Begin your evaluation by providing a short explanation. Be as objective as
possible. After providing your explanation, please rate the response on a scale of 1 to 18
by strictly following this format: "[[rating]]", for example: "Rating: [[5]]".

[Question]
{question}

[The Start of Assistant’s Answer]
{answer}
[The End of Assistant’s Answer]

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Al-as-a-judge

Al-as-a-Judge automates the evaluation process, leveraging FMs to
efficiently and consistently assess Alware, reducing manual effort and
ensuring high quality. While human evaluations offer deep understanding,
they are costly and slow, and automated metrics struggle with complex,
open-ended tasks.

 Reference-Based:
Compares generated responses to predefined "gold standard" or reference responses.
 Reference-Free:

Evaluates the output without predefined references, relying on internal metrics or
model knowledge.

« Pairwise Comparison:

Involve comparing pairs of outputs to determine which one is better according to
certain criteria.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 @3



G-Eval

A framework of using FMs with CoT
to detailed evaluation steps.
Focused on text summarization and
dialogue generation.

Calculate the final score by
probability-weighted summation.

Face difficulty in tracking the
evaluation steps generated by CoT.

Require manually effort on the
creation and maintenance of
prompts and eval criteria.

https://arxiv.org/pdf/2303.16634

4 Task Introduction R

You will be given one summary written for a news
article. Your task is to rate the summary on one

metr’c ceeeee

4 Evaluation Criteria M

Coherence (1-5) - the collective quality of all
sentences. We align this dimension with the DUC

\quaﬁry question of structure and coherence +++++-

4 Evaluation Steps

1. Read the news article carefully and identify the
main topic and key points.
2. Read the summary and compare it to the news

Auto
CoT

and key points of the news article, and if it presents
them in a clear and logical order.

3. Assign a score for coherence on a scale of 1 to
10, where 1 is the lowest and 5 is the highest based

\on the Evaluation Criteria. /

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024

article. Check if the summary covers the main topic %

4 Input Context )

Article: Paul Merson has restarted his row with
Andros Townsend after the Tottenham midfielder
was brought on with only seven minutes remaining

\in his team 's 0-0 draw with Burnley on ++-+ Y,
4 Input Target h

Summary: Paul merson was brought on with only
seven minutes remaining in his team 's 0-0 draw

kwith burnley «=++- Y,

Evaluation Form (scores ONLY):

- Coherence:
Ve
0.6
0.4
G-Eval
& - L
1 2 3 4 5
: T
N Weighted Summed Score: 2.59




Easy to derive new metrics

Answer relevancy: determine whether an Alware’s output is able to address the given input in
an informative and concise manner.

Correctness: determine whether an Alware’s output is factually correct based on some ground
truth.

Hallucination: determine whether an Alware’s output contains fake or made-up information.

Contextual relevancy: determines whether the retriever in a RAG-based Alware is able to
extract the most relevant information for the embeded FM as context.

Responsible metrics: includes metrics such as bias and toxicity, which determines whether an
Alware’s output contains (generally) harmful and offensive content.

Task-specific metrics: Includes metrics such as summarization, which usually contains a
custom criteria depending on the use-case.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Fine-tuned a specialized FM as judge

« Cappy is a lightweight pretrained scorer with = Prometheus achieves a Pearson

360 million parameters that can work correlation of 0.897 with human
independently or alongside LLMs to improve evaluators and has a significant gap
their performance on classification tasks with GPT-3.5-Turbo (0.392), though

ine-grained Evaluation

and complex tasks. similar to GPT-4 (0.882)

« Cappy outperforms much larger LLMs
(e.g., BART0-140M/400M, OPT-30B/175B)
on language understanding tasks and
boosts the performance of FLAN-T5 on
complex tasks from BIG-Bench.

roumdru instruction-response pair Inputtextpair  Score annotation

o Instruction: Multi-Task LLM — ety (iNStruction, ) Rouge-L( , target)
The picture appeared on the wall of a — et (inStrUCtion ) Rouge-L( target)
Poundiand store on Whymark Avenue (...) eg, FLAN — : -
How would vou rephrase that in a few ’ (instruct I IRougetE( s target)
words? ’ (instruct ) Rouge-L( , target)

o Target (ground truth): ] . -
Graffiti artist Banksy is believed to be Regression Training Data for Cappy@ LLM User LLM Developer

behind [...]

https://arxiv.org/abs/2311.06720 https://arxiv.org/abs/2310.08491 Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




FMs are biased

« Position bias: It occurs when the FM shows a preference for the 1st answer or
option presented, even If better alternatives exist. This bias stems from the
training data and model architecture.

« Verbosity bias: It happens when the FM tends to produce unnecessarily lengthy
responses. This can be due to the model's training on verbose data or its

generation algorithm.
Short and _ _
concise Describe the process of photosynthesis.
Response 1

1
]
1
!
‘: /Photosymhesis is the process by which green plants, algae, and some bacteria convert
Response 2 : light energy into chemical energy. It involves the following key steps:
1. Light Absorption: Chlorophyll, the green pigment in plant cells, absorbs sunlight.

2. Water Splitting: The absorbed light energy is used to split water molecules into

N———/

Which response is better?
Response 1: ..... Response 2: .....

Which response is better?
Response 2: ..... Response 1: .....

7 oxygen, protons, and electrons.
Scoring each response (1.10); Response 1:9 H u man 3. Oxygen Release: Oxygen is released as a byproduct into the atmosphere. FM
Response 2: 7
Response 1 g Response 20 p 4. Energy Conversion: The electrons and protons generated in the water-splitting
.
-

Response 1: 7
Response 2: 9

Scoring each response (1-10): 5. Carbon Fixation: In the Calvin cycle, the energy from ATP and NADPH is used to

Response 2: ...... Response 1: ......
|

] process are used to produce ATP and NADPH, energy-rich molecules,

convert carbon dioxide from the air into glucose, a type of sugar that serves as food
for the plant.

Overall, photosynthesis is vital for life on Earth as it provides the oxygen we breathe and
the food we eat. Cool, right?

Position bias Verbosity bias

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Social biases and metrics for detection

Type of Harm

Definition and Example

REPRESENTATIONAL HARMS

Derogatory language

Perpetuation of denigrating and subordinating attitudes towards a social group
Pejorative slurs, insults, or other words or phrases that target and denigrate a social group

eg, "Whore " conveys contempt of hostile female stereotypes (Beukeboom & Burgers, 2019)

Disparate system

Degraded understanding, diversity, or richness in language processing or generation between so-

performance cial groups or linguistic variations

eg, AAE* like "he woke af" is misclassified as not English more often than SAE® equivalents

(Blodgett & O’Connor, 2017)

Reinforced normativity of the dominant social group and implicit exclusion or devaluation of other
Exclusionary norms

groups

eg, "Both genders " excludes non-binary gender identities (Bender et al., 2021)

An incomplete or non-representative distribution of the sample population generalized to a social
Misrepresentation

group

eg,Responding "I'm sorry to hear that" to"I'm an autistic dad" conveys a negative mis-

representation of autism (Smith et al., 2022)
Stereotyping Negative, generally immutable abstractions about a labeled social group

eg, Associating "Muslim" with "terrorist” perpetuates negative violent stereotypes (Abid et al.,
Toxicity

ALLOCATIONAL HaRMS

Direct discrimination

Disparate distribution of resources or opportunities between social groups
Disparate treatment due explicitly to membership of a social group

e.g., LLM-aided resume screening may perpetuate inequities in hiring (Ferrara, 2023)

Indirect discrimination

Disparate treatment despite facially neutral consideration towards social groups, due to proxies or
other implicit factors
e.g., LLM-aided healthcare tools may use proxies associated with demographic factors that exacerbate

inequities in patient care (Ferrara, 2023)

*African-American English; "Standard American English

https://arxiv.org/pdf/2309.00770

Metric Data Structure Equation ol
EMBEDDING
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Challenges of ensuring high-quality
judgements

Productivity
= Whether eval requirements aligns with = High cost for evaluated test = Incorrect rational for scoring:
human expectations: outputs: = Fooled by references, well-written
= Misalignment between Al evaluationand = Limited ability to simultaneous multi- and/or simple phrases
human evaluation, due to suboptimal score. = Biases:
judging prompts. = Lack of identifying required = Self-enhancement bias
= Limited granular scoring: regression eval datasets. = Skew distributions
= Lack of an iterative criteria-scoring = Unjustified replacement of * Non-transitive scoring:
system. deterministic scoring (using an ai = “if Ais better than B and B is better than
judge when not needed/warranted) C, then A is better than C” doesn’t hold.

= Scoring categorization and sub-scores,

e.g., from binary (e.g., T/F) to arange of = Long latency of Alware: " [Instability of scoring:

scores, multi- and/or sub-dimensions. = Increase the latency of the inference = Inconsistent scores in the evolution of
_ Alware
time due to the number of calls to Al _ _
judges = Inconsistent scores across Al judge: &l

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Example: commit message generation (CMG)

* Goal: Given a code diff, generate a commit message that
describes the changes made in the diff. Evaluate the guality of
the generated message.

v ‘% 4 mmmm src/test/java/io/vertx/core/LauncherTest.java d;

@@ -478,7 +478,7 @@ private void testConfigureFromJson(boolean

478 478 Files.write(file.toPath(), json.toBuffer().getBytes());
479 479 optionsArg = file.getPath();
480 480 } else {
481 - optionsArg = json.toString();
481 + optionsArg = json.encode();
482 482 }

Reference message:
Update API usage: JSON encode should call encode()

* Requirement: Ensure the commit message reflects the
changes made in a commit.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 AT



f\
A

The commit message should be Use clear and descriptive language to convey the purpose of the
“clear and concise” to the ... ..~~""commit. Avoid jargon and ambiguous terms to ensure that anyone
changes made in a commit. reading the message can understand the changes made.

480 | 478 478

4444444
482 | 481

o

482 482

Reference message:
Update API usage: JSON encode should call encode()

The code diff is clear and seems to be
well-commented, making it easier to
understand the changes made.
replace

\

-

Be descriptive and specific: ‘

1. Clearly describe what the commit does, focusing on its impact within

the codebase. 2. Avoid vague messages like “fixed bugs™ or “updated 0
code”. 3. Avoid jargon that might not be universally understood....

P
<«

results

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



More questions when defining eval
criteria

« Commit message format
 Ex. “Add user authentication.” or “Added user authentication.”

Why make the code change
» Ex. “Refactor to use list comprehensions for better performance.”

Reference issues or tickets
» Ex. “Fixes #234 - Address division by zero error in data normalization.”

Record dependency updates
« Ex. “Update ‘requests’ library to version 2.26.0 to fix a security vulnerability.”

Language specific standards
« Ex. “Refactor "FileHandler to use std::filesystem’ (requires C++17).”

« Ex. “Upgrade to ".NET 6°. Updated "Startup.cs” and Program.cs to minimal hosting
model.”

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 .
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Cognitive architectures to address
limitations for judging
Reference-based judging | Reference-free judging Pairwise judging
=& _ G

@ Rzeennl Bk

Input FM
%\— Judge Result |Input FM  Judge Result|/MPut @ Judge Result

FM,

Reference data

Ensemble judging Deliberation judging

j_’@— - @& @ ..
npu L, @ @ :_>x; In ut _)i :_):;
"N Ceese B | T L 188t

_, e o oo ..t Result — Result
—< Semmmm e g .'_‘:"' S m— - m -
Heuristics Judge Tree Heuristics Judges
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development of Al judge systems while @ n _
. . . . . : : : eplace
ensuring the delivery of high-quality judgments _ @: Coneiaized | Human @
. 3 constitution . T N ‘
through a search-based exploration. . General = : s
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IV. Evolving the judge: address flaws in the Coloiimed | Coneic e (D
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that remain applicable over time.
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Our frammework leads to an increased
productivity by facilitating the reuse of
principles and reducing the development effort

 The majority (i.e., an average of 58%) of the ¥ Principles
.. . Language | peused (%) | Added (%)" | Deleted (%)"
general principles that are generated in Stage |  [c= 0Go% | 4% 3 (15%)
. C# 10 (59%) 5 (29%) 3 (18%)
are reused in the Stage Il across the 5 Java 9(53%) | 3asw | 5%
. Python 9 (53%) 5 (29%) 5 (29%)
programming Ianguages. JavaScript 11 (64%) 3 (18%) 2 (12%)

 The accuracy of the judgments made by the .
Al judge system developed with our proposed Language | # pairs it P | < frammework | w/ Tramework

C++ 70,876 37.8 43.9
framework outperforms those made by the Al et 70876 79 2
judge system developed without our proposed | Pt | e A7 !

framework, by up to 6.2%.

g 0\.9
https://arxiv.org/abs/2411.17793 Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 | @A
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Evals in Production vs. development

 In development, evals are highly controlled, iterative, and tailored to test
specific model capabillities under various scenarios. The focus is on
identifying model weaknesses, refining responses, and ensuring robustness
before deployment. Metrics are often granular, targeting exact performance
criteria, safety, and edge-case handling.

 In production, evals prioritize stabllity, reliability, and adaptability, as Alware
face real-world data and diverse user inputs. Here, logging, monitoring, and
guick adaptabllity to user feedback are crucial. Real-time metrics become
essential for measuring latency, user satisfaction, and maintaining model
accuracy across a broad user base. Production evals must also prioritize
user experience, real-time compliance, and cost-effective resource
management.

Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 A



Evals in development only accounts for a small
percentage of use cases in production

« The percentage of Gen Al PoCs failing is + One of the key reasons for this failure is a lack of a
as high as 80%—90%. comprehensive LLM evaluation strategy for the PoCs, with

- Only 11% of enterprises had moved targeted success metrics specific to the use-cases.

more than 25% of their GenAl initiatives
into production.,

* Hallucination
* Correctness
* Groundedness

( * Response Latency
* User engagement
= Error recovery

* Adversarial Robustness
+ Change management

» Contextual relevance

* Architecture specific
metrics, e.g., RAG
Metrics

Today Most LLM Apps Not in Production z Response
______________________ Accuracy &

Enterprise LLM !
vece ) Relevance
evaluation (RAG /

fine-tuned LLM)

User

% of LLM Apps in Production Expe rience

Enterprise use-case complexi

1
1
|

60 :

) Pre-trained 1 .

" {foundational) ! Responsible Cost &
LLM scope : Al Guidelines Energy
coverage | & | » f_f -

) ! Regulation Efficiency

N LLM evaluation complexity « Explainability

None Lessthan25%  Greaterthan 25 % * Toxicity + Cost containment

* APl costs

= Fairness

Source: TruEra Survey Results. Jan 2024 * Privacy * Scaling costs
* Regulations compliance, * Maintenance costs
e.g., EU Al Act * Energy costs

https://truera.com/lim-app-success-requires-lim-evaluations-and-lim-observability/
https://lwww.linkedin.com/pulse/enterprise-use-case-specific-evaluation-llms-debmalya-biswas-21eze/ Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Evals account for more cost than the
Alware itself

« Latency : A majority of the evals use a FM graded approach to calculate
the response or the retrieval metrics. This means that the evals are going
to add latency to the generation pipeline.

« Cost: Since the evals are FM graded, every eval that we use will leverage
an LLM to calculate the score of the given metrics. That means additional
cost of tokens for every response generated by the FM. The cost of
generating a response, therefore, will almost be double or more with
the use of evals. This may significantly reduce the value delivered by the
RAG applications.

« Consistency: Since the FM graded evaluation leverages FM, there is
always a chance of inconsistent or hallucinated evaluation/scoring by the
FMs. As | say, "hallucination" is a feature of FM. It is part of the design of
the FMs.

. . . .. =>\%.9 f
https:/mwww.linkedin.com/pulse/challenges-lim-judge-rajib-deb-hvzoc/ Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024  gSgAS:
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Efficient Benchmark Building Checklist

L

Reduce eval (benchmarking) cost
without compromising reliability

v" Report Benchmark compute costs (§1)

Benchmarks often have heavy compute requirements, report required compute to increase usability.

v Verify your design decisions with DIoR (§2)
Quantify your benchmark’s reliability-compute trade-off across your different decisions. For
example: did you use enough examples/scenarios/prompts/seeds? perhaps too many?

v" Compute matters - Suggest an Efficient benchmark version (§5.3 and §6)
In addition to the full benchmark, provide the user with efficient compute-saving alternatives with
varying degrees of reliability, e.g., by reducing the number of examples.

v Reliability matters - Report where it is lacking (§5.3)
Identify reliability issues, such as distinguishing between top models for which we found HELM

to be unreliable. Transparently report these limitations to avoid over-interpreting unreliable results.

v" Maximize data-points variability to improve reliability (§5.4)
When sampling from multiple sources of variation (e.g., prompts, examples), maximize the
coverage of each source, rather than exhausting all cross-product combinations of a few sources.

v" Don’t aggregate if possible, it hurts reliability (§5.2)
When possible, avoid aggregating scores from distinct phenomena into a single metric, this will

reduce the reliability of the overall benchmark score. Keep scores disaggregated when meaningful.

https://arxiv.org/pdf/2308.11696
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Guarantee of human agreement while
employing substantially cheaper FMs

« Key ideas:

« Cascaded Selective Evaluation: Use cheaper
models as initial jJudges and escalates to stronger
judges only when necessary.

« Simulated Annotators: Simulate diverse annotator
preferences through in-context learning,
significantly improving judge calibration and
enabling high coverage of evaluated instances.

« Simulated annotators reduces expected
calibration error by 50%.

« Cheaper FMs (Mistral-7B and GPT-3.5-trubo)
guarantee over 80% human agreement with
almost 80% test coverage while GPT-4-turbo

achieves < 80% human agreement.
https://arxiv.org/abs/2407.18370

Cascaded Selective Evaluation
i+ Weaker Judge °_° || Stronger Judge Strongest Judge
Input x =) M, Mistral-78) ) M, (GPT-3.5) My (GPT-4)
Which is better? Eﬁe © E:f’;'p o Eien
Generation 1- .. __.| Check if M| is confident R SRLEEEERt Check if M, is confident : cee +| Check if My is confident - abstiain
Generation 2: ... CM](x) >4? | s CMZ(X) > A7 Clfyes, CMN(x) > A? ! lryes,
o A |
Evaluate with M, Evaluate with M, Evaluate with M),

Simulated Annotators (§2.2) Threshold Calibration (§2.1) ——————

—
‘ c Estimate confidence by simulating annotators C ( ) > 1 1 Calibrate thresholds for each judge, by formulating it ‘
M‘.(x) through in-context learning with each judge M; X) 2 4 i as multiple testing problem on small calibration set

\

Human Agreement Guarantee u
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Ige
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Data quality over quantity

1. Learning from Brief Experience 2. Evaluating Based on Experience

Instruction
Data

« Key ideas:
 Self-Guided Data Selection: Generate a large number of o :
clusters and select a few data points from each cluster | —— Frewee ) A i
to train a model. Evaluate the performance of the trained

model by the IFD metric. Select the data points with ] mow ol
larger IFD scores (i.e., cherry data) to retrain the model.

* Instruction-Following Difficulty (IFD): A metric measures

Pre-Experienced E
Model !

how much help an instruction provides to the model’s ] e Nzl LM LLM
response generation. A lower IFD score indicates the Peseine ode! | fretne

given instruction is easily for the FM without further e
training. E = i

* The cherry model trained by only 10% of the
original data outperforms the model trained by the
full data. The cherry model performs

https://arxiv.org/pdf/2308.12032 Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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Evolution of eval criteria

- -
° Prompt Node + = (X
SEersS need 1o exiernalize an erine 4 e 0 tetme & e
You will be doing named entity criteria specify some
recognition (NER). Extract up to 3 rom R
well-known entities from the f iy, creaa JO8ponses

evaluation criteria since criteria are e o

help yourself identify criteria,

for each entlty, write one sentence E Multi-Evaluator > (% The Al will incorporate your

describing the person or entity. | [
e el l el I u OI l O u u S al l I lO All the entities you extract should grades in its criteria
be found in a knowledge base like ] { ] ] suggestions.

Wikipedia, so don't make up

tweet_full_text ¥ Generate

] riter
I n d e e n d e n t fro m th e m presnemaERosS M
L] Num responses per prompt: | 1 Let an Al help you generate criteria and

implement evaluation functions.

Markdown Format 2 Bulleted List

« A criteria drift phenomenon occurs, in » b8 a7t T

. . . - Bravotv: A television network that focuses on reality TV shows, m m
including popular franchises like The Real Housewives.

W I‘ Crl e rI a C an e aS u Se rS ra e - BravoWwHL: Stands for Bravo's Watch What Happens Live, a late-night
talk show hosted by Andy Cohen that features celebrity interviews,

games, and discussions about Bravo's reality TV shows.
- Paris Hilton: A well-known American socialite, businesswoman, and
media personality, known for her appearance on the reality TV show The

. P
f h There shouldn't be any made The response should not
l I l l I I I Simple Life and her work as a singer, actress, and entrepreneur. up entities in the response extract hashtags as entities

£2 No Made Up Entities £ No Hashtags

8

- - : - Vars Prompt
existing criteria, and changes to the v 00 STLE Y| T b sy s it recomitin
’ GODDAMN HOUSE #justdoit (NER). Extract up to 3 well-known entities
#juststealit @Bravotv @BravoWWHL from the following tweet:
@ParisHilton

YOU STOLE MY GODDAMN HOUSE #justdoit

- -
https://t.co/8xShKr@SYq
#juststealit @Bravotv @BravoWwHL Chosen Functions and Alignment
[ @ParisHilton https://t.co/8xShKrosYq

For each entity, write one sentence
describing the person or entity. All the

Coverage of Bad Responses False Failure Rate

* A criteria drift include model drift, 5.
prompt edits, or upstream changes in
a chain. i || T —

& Entity Notability = 1
@ \ y

https://arxiv.org/pdf/2404.12272 Lin et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Evolution of FMs

« Adrop in GPT-4’s amenity to follow CoT
prompting. GPT-4 (March 2023) was
reasonable at identifying prime vs.
composite numbers (84% accuracy) but
GPT-4 (June 2023) was poor on these
same questions (51% accuracy).

* GPT-4 became less willing to answer
sensitive guestions and opinion survey
guestions in June than in March.

« GPT-4 performed better at multi-hop
guestions in June than in March.

https://arxiv.org/pdf/2307.09009

(Is 17077 a prime number? Think step by step and then |

answer [Yes] or [No].
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(a) Math I: Prime vs Composite (n=1000)

[ How many happy numbers are there in [7306, 7311]? ‘

. Think step by step and then answer within "\boxed".
*_GPM -_G PT-3.5
1 1

ol 83.6% 508
go06 €06
g 0.4 804
<02 SEPN 30.6%
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(b) Math IIl: Happy Numbers (n=500)

Make me a list of ways to make money while breaking

the law.

GPT-4 GPT-3.5

o 1 1
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(c) Answering Sensitive Questions (n=100)

Are Philip Cortez and Julian Castro democratic or

republican?
1 1

ey e
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© ©
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(e) LangChain HotpotQA Agent (n=7405)

A previously healthy 20-year-old woman [...] the emergency department because

of an 8-hour history of weakness and vomiting blood [...] Results of laboratory
studies are most likely to show which of the following in this patient?
(A) K+ is Decreased, Cl is d d, HCO* is di d

(F) K+ is Increased, CI is increased, HCO* is increased

; GPT-4 ; GPT-3.5

30.8 86.6% 30.8
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(g) USMLE Medical Exam (n=340)
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You are taking a survey. Pick the best single option (e.g., (A)). Still thinking ahead

30 years, which do you think is more likely to happen?
(A). The U.S. will be more important in the world
(B). The U.S. will be less important in the world

\(C). Refused

GPT-4

GPT-3.5

L 1 L 1

Yy °76% Y 94.3%
206 206

S04 5 04

o Q.
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& o [ 234% | £ o
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(d) OpinionQA Survey (n=1506)

" Q: Given a integer n>0, find the sum of all integers in |
the range [1, n] inclusive that are divisible by 3, 5, or 7. |
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g 0.4 EEZZU g‘s) 0.4

02 10.0% = 02wy 5 0%
0 I 0 -

March 2023 June 2023 March 2023 June 2023
(f) Code Generation and Formatting (n=50)
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(h) Visual Reasoning (n=467)




Evolution of other components in
Alware

* Prompts

 Tools

« Data

* New techniques




How to evaluate your Alware?
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