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• CSIRO
• Australia’s national science agency 

• Formed in 1916
• 5500 people

• 50 sites (Australia, France, Chile, US)
• Data61: Data and Digital RU 

• Responsible AI team
• Formed in 2022
• ~30 full time research scientists/engineers 

• Diverse and multidisciplinary team
• 6 scientists in the top 30 for Responsible AI

CSIRO and Responsible AI Team

Responsible AI is the 
practice of developing and 
using AI systems in a way 
that provides benefits to 
individuals, groups, and 
wider society, while 
minimizing the risk of 
negative consequences.



• An AI system is a machine-based system that, for explicit or implicit 
objectives, infers, from the input it receives, how to generate 
outputs such as predictions, content, recommendations, or decisions 
that can influence physical or virtual environments. Different AI 
systems vary in their level of autonomy and adaptiveness after 
deployment. (OECD, 2023)

• Artificial Intelligence (AI) is the research and development of 
mechanisms and applications of AI systems. (ISO 22989).

What is an AI system?



• AI-as-Software, also known as AIware, refers to AI systems where functions 
are primarily encapsulated within a single general AI model as 
parameters/weights,  rather than distinct narrow AI models explicitly chained 
together by traditional business code logic. (Bass, 2025)

What is an AIware?

End-to-End AI:  Data In, Decision out, No Code

Data



• Responsible AI is the practice of developing and using AI systems in a 
way that provides benefits to individuals, groups, and wider society,
while minimizing the risk of negative consequences.(Lu, 2023)

• AI safety is often used to describe prevention of or protection against 
AI-related harms. (Bengio, 2024) 

What is Responsible/Safe AI?
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Lu, Q., Zhu, L., Xu, X., Whittle, J., Xing, Z., 2022. Towards a Roadmap on Software Engineering for 
Responsible AI, in: 1st International Conference on AI Engineering (CAIN)

Models 

Principles
Standards

Australia’s AI Ethics Framework OECD AI Principles

NIST AI RMFISO StandardsAU Safety Standard

…



Responsible AI Question Bank

Lee, S.U., Perera, H., Liu, Y., Xia, B., Lu, Q., Zhu, L., 2024. Responsible 
AI Question Bank A Comprehensive Tool for AI Risk Assessment.
https://arxiv.org/pdf/2408.11820 

https://arxiv.org/pdf/2408.11820


Responsible AI Metrics Catalogue

Boming Xia, Qinghua Lu, Liming Zhu, Sung Une Lee, Yue Liu, Zhenchang Xing, Towards a Responsible AI Metrics Catalogue: A Collection of 
Metrics for AI Accountability, submitted to CAIN’24.



Responsible AI Pattern Catalogue

https://research.csiro.au/ss/science/projects/responsible-ai-pattern-catalogue /

https://research.csiro.au/ss/science/projects/responsible-ai-pattern-catalogue


Responsible AI Pattern Catalogue

https://research.csiro.au/ss/science/projects/responsible-ai-pattern-catalogue /

https://research.csiro.au/ss/science/projects/responsible-ai-pattern-catalogue




Responsible AI Chatbot



• Complex Architecture

• Autonomous Operation

• Non-Deterministic Behaviour

• Continuous Evolution

Unique Characteristics of Agents



Architecture of 
an agent-based
ecosystem

Qinghua Lu, Liming Zhu, Xiwei Xu, Zhenchang Xing, Stefan Harrer, and Jon Whittle. 

"Towards responsible generative ai: A reference architecture for designing foundation model 

based agents." ICSA’24. https://arxiv.org/pdf/2311.13148 

https://arxiv.org/pdf/2311.13148


Reference 
architecture

Qinghua Lu, Liming Zhu, Xiwei Xu, Zhenchang Xing, Stefan 

Harrer, and Jon Whittle. "Towards responsible generative 

ai: A reference architecture for designing foundation model 
based agents." ICSA’24. https://arxiv.org/pdf/2311.13148 

https://arxiv.org/pdf/2311.13148


Pattern: Proactive Goal Creator

Agent Design Pattern Catalogue

Yue Liu, Sin Kit Lo, Qinghua Lu, Liming Zhu, Dehai Zhao, Xiwei Xu, Stefan Harrer, and Jon Whittle. "Agent Design Pattern Catalogue: A Collection of 

Architectural Patterns for Foundation Model based Agents." Journal of Systems and Software (2024). https://arxiv.org/abs/2405.10467 

https://arxiv.org/abs/2405.10467


AgentArcEval: An Architecture Evaluation 
Method for Foundation Model based Agents

Qinghua Lu, Dehai Zhao, Yue Liu, Hao Zhang, Liming Zhu, Xiwei Xu, Angela Shi, and Tristan Tan. ”AgentArcEval: An Architecture 

Evaluation Method for Foundation Model based Agents." (2024). 

https://www.researchgate.net/publication/385660422_Evaluating_the_architecture_of_large_language_model-based_agents 

https://www.researchgate.net/publication/385660422_Evaluating_the_architecture_of_large_language_model-based_agents


Catalogue of Agent-Specific General Scenarios

Qinghua Lu, Dehai Zhao, Yue Liu, Hao Zhang, Liming Zhu, Xiwei Xu, Angela Shi, and Tristan Tan. ”AgentArcEval: An Architecture Evaluation Method for Foundation 

Model based Agents." (2024). https://www.researchgate.net/publication/385660422_Evaluating_the_architecture_of_large_language_model-based_agents 

https://www.researchgate.net/publication/385660422_Evaluating_the_architecture_of_large_language_model-based_agents


Design 
Taxonomy of 
Runtime 
Guardrails for 
LLM Agents

Md Shamsujjoha, Qinghua Lu, Dehai Zhao, and Liming Zhu. "Swiss cheese model 

for ai safety: A taxonomy and reference architecture for multi-layered guardrails of 

foundation model-based agents." arXiv preprint arXiv:2408.02205 (2024). 

https://arxiv.org/abs/2408.02205 

https://arxiv.org/abs/2408.02205


Swiss Cheese Model for AI Safety – Multi-Layered Guardrails for LLM Agents

Md Shamsujjoha, Qinghua Lu, Dehai Zhao, and Liming Zhu. "Swiss cheese model for ai safety: A taxonomy and reference architecture for 

multi-layered guardrails of foundation model-based agents." arXiv preprint arXiv:2408.02205 (2024). https://arxiv.org/abs/2408.02205 

https://arxiv.org/abs/2408.02205


AgentOps

Liming Dong, Qinghua Lu, and Liming Zhu. "A Taxonomy of AgentOps for Enabling Observability 

of Foundation Model based Agents." arXiv preprint arXiv:2411.05285 (2024). 

https://arxiv.org/abs/2411.05285 

https://arxiv.org/abs/2411.05285


Process 
Model for 
LLM Agent 
Evaluation

Xia, Boming, Qinghua Lu, Liming Zhu, Zhenchang Xing, 

Dehai Zhao, and Hao Zhang. "Evaluation-Driven Design of 

LLM Agents: A Process Model and Reference 

Architecture." arXiv preprint arXiv:2411.13768 (2024). 
https://arxiv.org/abs/2411.13768 

https://arxiv.org/abs/2411.13768


Evaluation-Driven Design for LLM Agents

Xia, Boming, Qinghua Lu, Liming Zhu, Zhenchang Xing, Dehai Zhao, and Hao Zhang. "Evaluation-Driven Design of LLM Agents: A Process Model and 

Reference Architecture." arXiv preprint arXiv:2411.13768 (2024). https://arxiv.org/abs/2411.13768 

https://arxiv.org/abs/2411.13768


Science Digital: Agent Platform



Qinghua Lu
Responsible AI Science Team Leader

qinghua.lu@data61.csiro.au   

Thank you.

https://research.csiro.au/ss/team/se4ai/responsible-ai-engineering/ 

Responsible/Safe AIware Engineering 
at system-level and across supply chain

mailto:qinghua.lu@data61.csiro.au
https://research.csiro.au/ss/team/se4ai/responsible-ai-engineering/
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