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started with Transformers
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It aII started wrth Transformers
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Transformers: The Pivotal Shift Leading to
Modern Foundation Models

Parallel Processing Advantage: Unlike RNNs,
Transformers process sequences in parallel,
significantly boosting training speed and
efficiency.

Effective Long-Range Dependencies: Self-
attention captures relationships across
distant words better than RNNs, which
struggle with long sequences.

Higher Scalability: Transformers scale
effectively with more layers and parameters,
enabling better performance on complex
tasks.

Versatile Fine-Tuning: Pre-trained
Transformers adapt easily to new tasks with
minimal data, making them more flexible
than RNNs across applications.




Types of transfor

ENCODER DECODER
ONLY ONLY

auto-encoding auto-regressive
models models

TASKS TASKS

* Sentence classification * Text generation

* Named entity * Causal language
recognition modeling

» Extractive question-
answering

» Masked language
modeling

BERT, RoBERT3, distilBERt

https://www.linkedin.com/pulse/introduction-transformers-arimac-ai-9r2rc/

ENCODER
DECODER

sequence-to-
sequence models
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* Translation
« Summarization

« Generative question answering
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Training a transformer - How do Decoder-only Transformers work?

First, the inputs are tokenized
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Training paradigm: Self-supervision
Task: Next token prediction

Target Sequence: Alware Leadership Bootcamp is
Awesome (many sentences like this)

Input Sequence: [START] Alware Leadership
Bootcamp is [MASK]

Tokenization: Byte Pair Encoding (BPE)
1.Start with Characters:
o'Alware" - [A, I, w, a, 1, €]
o"Leadership" - [L,e,a,d,e,r,5s, h,i, p]
e"awesome" - [a, W, e, S, 0, M, €]
2.Merge Frequent Pairs:
e|teration 1: Merge "Al," "Le," "00," "aw"
e|teration 2: Merge "Alware," "Lea," "som"
3.Final Tokens:
e [Alware], [Leadership], [Bootcamp], [is], [awesome]

e [Alware], [Leadership], [Bootcamp], [is],[MASK]
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Training a transformer - How do Decoder-only Transformers work?

Second, we embed the inputs

Output
Probabilities
[ S”*};““‘ ] Tokenization & Indexing: Each word in "Alware
(_ Linear ] Leadership Bootcamp is awesome" is tokenized and
% Add&ﬁm] ) assigned an index:
Fecd J "Alware" - index 1243, "Leadership" =
Forward .
7 .mdex 75.3, etc. | |
(__Add&Norm < Embedding Matrix Lookup: An embedding matrix
[ “ﬂtgnl:z;d ] converts each token index into a 768-dimensional
AR A vector (common in models like GPT):
(Add&Nom )& "Alware" - [0.25, -0.13,0.77, ..., 0.02]
Masked "Leadership" - [0.15, 0.56, -0.34, ..., 0.81]
Attention Purpose of Output Embedding: These vectors
\_LM provide initial representations of each token,
@_6 ) containing semantic information without position or
=k context.
utput
[ Embedding
Output
(shifted right)
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Training a transformer - How do Decoder-only Transformers work?

Third, feed the positional information

Output
Probajj\j]itics
[ SU*};““‘ J Need for Positional Encoding: Transformers process
( Linear ) all tokens in parallel, so they need positional
r Add&ﬁkm ) information to understand the sequence order.
Feed

F"T‘"" ] Adding Position Vectors: Each position (1, 2, 3, ...)
(__Add&Norm < has a unique positional encoding vector (768
[ "’liliifnifié“ ] dimensions).

AN For example:

: Md&ﬁ; Position 1 (Alware) - [0.1, 0.2,0.3, ..., 0.9]
Mﬁi'i;.lﬁfad J Position 2 (Leadership) - [0.15, 0.25, 0.35,
Attention o 095]

r A A
\— -
@_® Erendine Combining Embedding + Position: The positional
o:[;m vector is added to each token's output embedding:

[ Embedding ] "Alware" final vector = embedding +

Oﬂ;m position vector.

(shifted right) o
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Training a transformer - How do Decoder-only Transformers work?

Fourth, Attention is all you need!
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Purpose: Self-attention helps each token focus on r
words in the sentence, enhancing context and meaning.

Query, Key, Value Vectors: Each token in "Alware
Leadership Bootcamp is awesome" is transformed into
Query (Q), Key (K), and Value (V) vectors using learned
weight matrices (WQ, WK, WV)

Example: "Alware" = Q, K, V vectors via WQ, WK, WV

Calculating Attention Scores: Each word’s Q vector (e.g.,
"Bootcamp") interacts with every other word’s K vector to
compute attention scores. Scores are softmaxed to produce
attention weights, determining the relevance of each word
pair.

Weighted Sum of Values: Each token’s final representation
is a weighted sum of Value vectors, where attention weighj

are applied to V vectors. For "awesome," this incorporates
context from "Alware Leadership Bootcamp is." s
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Training a transformer - How do Decoder-only Transformers work?

Fourth, Lots of attention is the secret sauc

Pro%:ml;?;:ics Purpose: Multi-head attention captures multiple
| Soi};m J relationships per word (e.g., Syntax and Semantics).
( Linear ] Masking enforces a left-to-right sequence by hiding
1 future words.

([ Add&Norm  J& )
1

Feed
Forward

Multiple Heads: Each word (e.g., "Bootcamp") has

A |
(Add&Norm 1< multiple Q, K, V sets, with each head focusing on
[ hﬂnn{ii;d ] different context:
A Head 1: "Leadership" with "Alware"

Head 2: "Bootcamp" with "is”

[ Add&Norm ]'e ’ /
Ma:‘;ked <<
Multi-Head
Attention

r A A
N —/
Positional
6)_® Encoding
N

Output
Embedding

Masked Attention: When processing "is," only
"Alware," "Leadership," and "Bootcamp" are visible;
"awesome" is masked.

Combining Heads: Head outputs are concatenated,

Output reating a rich final representation for each token.

(shifted right)
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Training a transformer - How do Decoder-only Transformers work?

Fifth, Stabilize and the residual information

Output
Probabilities
[ Softmax | Purpose: Stabilizes learning by combining
( L ) outputs and normalizing them, helping the model
N handle complex relationships.
([ Add&Norm  J& ) P P
Feed
Forward J Addition: Adds the original input (e.g., embeddings
( Add&l\_Norm < for "Alware Leadership Bootcamp is") to the output of
[ Multi-Head ] the self-attention layer, preserving the original
Attention

information.
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Normalization: Applies layer normalization to the
summed result, ensuring consistent scale and
improving training stability.

Result: Produces a normalized output that combines
both original input and new contextual information,
ready for the next layer.
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Training a transformer - How do Decoder-only Transformers work?

Sixth, Enrich the representation of each token

Output
Probajj\flitics
Softmax urpose: Transforms each token’s representation
[ ) P Transf h token’s rep tati
( L"" ] independently, adding depth and flexibility to the
inear .
A model’s understanding.
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Two Linear Layers: Applies two transformations with a RelLU

Feed —_
X Forward . . . . . ,
A activation in between, enhancing the representation’s
(__Add&Norm < complexity.
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Attentic
A ;\n“m @ Example: For "Alware," transforms its embedding
to capture more nuanced features.
[ Add&:Norm ]'e
Masked
Multi-Head Independent Processing: Each token (e.g., "Alware,"
L "Leadership") passes through the feed-forward layer
T 4 2 e UL IBRaL U s e y
N— — positional independently, focusing on enriching individual token
G,?—@ Encoding information.
[ _Output ]
Embedding Output: Returns an updated, enriched representation for
oﬂ\m each token, now ready for the next attention layer.
P R any
(shifted right) s
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Training a transformer - How do Decoder-only Transformers work?

Seventh, Generate output probabilities

Output
Probabilities
( sof::mx Purpose: Converts each token’s final representation
( Liﬁar } into a probability distribution over the vocabulary to
A predict the next word.

([ Add&Norm  J& )
1
f Feed
Forward

[ Add&Norm ]é

Linear Layer: Projects each token’s output (e.g., "is") to
match the vocabulary size, creating scores for every
possible next word.
[ “’lilﬂfnﬁié" ] Example: Outputs scores for words like

o challenging," etc.

n
~ A @ awesome," "great,

[ Add&Norm ]'e . .
o J Softmax Layer: Applies softmax to these scores, turning

Multi-Head them into probabilities that sum to 1.
Attention . .
Example: "awesome" might have the highest

N— — probability, signaling it as the likely next word.
Positional
e"?_® Encoding
[ Output ] Result: The model selects the word with the highest
Embedding probability as the next token, completing the prediction.
Output

(shifted right)
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Training a transformer - How do Decoder-only Transformers work?

Eighth, Teach the model to do better

Target Output : : .
probabilities |+ Fropabilitics Purpose: Adjusts model weights to minimize
! | Sofxm J prediction error, improving accuracy over time.
Ca:_?slsate [ Linear ]
N Calculate Loss: Compares predicted output (e.g., probability

([ Add&Norm  J& )

- T ] for "awesome") to the actual target. If "awesome" has low
Feed

probability, loss is high.

g Forward
2 A
g _Add&:Norm < Backpropagation: The model calculates gradients, which
E [ hlt'ti:fnﬁs;d ] show how much each weight contributed to the error.
*;30 AN i Gradients are computed for each layer, starting from the
§ (Ads&Nom )€ output and moving backward through the model (from
e Masked softmax to self-attention layers).
o | Multi-Head
Attention
I Weight Update: Weights (in embedding, attention, and
N~ — Positional feed-forward layers) are adjusted using an optimization
6,?_® Encoding algorithm (like Adam) to reduce loss.

[ Output ]
Embedding . .
3 - This update process gradually improves the model’s /
Output redictions. AR
(shifted right) P / [ "_v_:'
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Early GPT Transformer architecture and

training

Text
Prediction

™~

Feed Forward

12x —

Text & Position Embed

Classification

Multiple Choice

Radford et al., Improving Language Understanding by Generative Pre-Training
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Start Text Extract }. Transformer = Linear
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But, wait! What about the data?
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Used Datasets for training FMs

T5 (11B)

100%

GLaM (1200B)

22%
48%
30%

Webpages
Conversation Data
Books & News
Scientific Data

@ Code

Falcon (40B) LLaMA (65B)
3
2% 5%
SI]
100% 87%
Pal.M (540B) LaMDA (137B)

14%
“ 31% ‘ 38%

GPT-3 (175B)

16%

84%

Galactica (120B)

‘8%

86%

MT-NLG (530B) Gopher (280B)
(1]
26% 4% 37%
= 62%
GPT-NeoX (20B) CodeGen (16B)
30% 20%
(1]
38% '50‘/“
10% 10%
15% 25%

M C4 (800G, 2019), ™ OpenWebText (38G, 2023), ™ Wikipedia (21G, 2023)

. the Pile - StackExchange (41G, 2020)

Chinchilla (70B)

\

40% 56%

AlphaCode (41B)

% BookCorpus (5G, 2015), ¥ Gutenberg (-, 2021), & CC-Stories-R (31G, 2019), & CC-NEWES (78G, 2019), ZZ REALNEWSs (120G, 2019)
& the Pile - ArXiv (72G, 2020), & the Pile - PubMed Abstracts (25G, 2020)
== BigQuery (-, 2023), the Pile - GitHub (61G, 2020)

Fig. 5: Ratios of various data sources in the pre-training data for existing LLMs.

Zhao et al., A Survey of Large Language Models
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Pretrained (FMs) Isn’t Practical: Alighment
for Real-World Use

Pre-trained FMs Aligned FMs

The process of adjusting and guiding a FM’s behavior through fine-tuning, prompt engineering,
reinforcement learning from human feedback (RLHF), and other methods to ensure it meets specific
objectives, values, and safety standards for ﬂractical use,
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Question: Is ChatGPT a Foundation Model?

. ChatGPT

O
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GPT-3 is aligned to follow instructions to
make it ChatGPT

@ Pre-training

G o;

G PT-3 Alignment

Engineering




Alignment - A funny perspective

Unsupe! :‘.yb /}
Learow 3 & 4
NS A ) )

RLHF

(f_h(uj on -Lw v/ \

https://lastweekin.ai/p/dont-plan-for-agi-yeta



Ingredients required for Alignment
Engineering
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Taxonomy of Alignment Engineering

Alignment
| |
: Model | Alignment
" Data Alignment | Alignment | Evaluation
Manual data Autgmated Data Human FM
generation
Online Offline
Fine tuning human Human
alighment Alighment

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey



Alignment Engineering: from coding to alignment
Example of Rain-Sensing Windshield Wipers

Codeware Alware
Optical/Infrared/Acoustic Al Model + a camera
Sensors + |ots of “tagged” pictures
+ » +

Lots source code “ZERQ” source code

Developer writes code Developer defines a search space,
datais the new code €  Allgnment

e lioet
Fix a bug: “change code” Fix a bug: “take more pics™!! NOIEETng




Alignment Engineering needs LOTS of

“pricey” data

Manufacturing audience: How many images do you typically have of
each defect type you want to detect?

60%

40%

20%

0%

50 or Fewer 51-100 101-200

200 or more

Web Search

LONGTAIL

All potential Al projects, sorted in decreasing order of value

Vertical
Platform

“tagged” data is rare/costly which led to limited success domains for Alware

Can we make tagging cheaper?
Can we develop Al models that require less data to learn?
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Taxonomy of Alignment Engineering

Alignment
| |
: Model | Alignment
" Data Alignment | Alignment | Evaluation
Manual data Autgmated Data Human FM
generation
Online Offline
Fine tuning human Human
alighment Alighment

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey



Manual data generation

Scale Al's approach to high-quality manual data
labelling

cale & Openal

reeeey O

Benchmark Created

e o 4 Relies heavily on
human labelers,
which is very
expensive and can
\_ be subject to bias. Y,

«l
-3
-3
>

af e
Q

https://scale.com/blog/how-to-label-1m-data-points-week Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 &%, ,



Manual data generation

Data programming to semi-automated data
generation

js\on
v_c_,o(’eﬂ
O
\‘\0

Model
4 Requires expert
: z ,~ intervention to

Automated T . . .
m initial labeling — 1 iteratively refine the
f = — 3 labelling functions
Programmatically s which is costly.
Training Data K /
\/ :Q A
Qs
rero,,-o,, Analyze

https://snorkel.ai/




Taxonomy of Alignment Engineering

Alignment
| |
: Model | Alignment
" Data Alignment | Alignment | Evaluation
Manual data Autgmated Data Human FM
generation
Online Offline
Fine tuning human Human
alighment Alighment

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey



Automatic data generation

Self-Instruct — Leveraging FMs to synthetically
generate data

/> Use FMs to
generate data
Step 2: Classification > Sta rt Wlth d Seed

175 seed tasks with Task Pool Step 1: Instruction Generation Task Identification

1 instruction and - = pOOI Of prom ptS

1 instance per task W W
LM — i Q and then
Instruction : Give me a quote from a . .
famous person on this topic. W I % l Iterative |y

generate and

Step 3: Instance Generation k reﬂ ne tas k'
Yes specific data
Instruction : Find out if the given text is in favor of or against abortion. |
T . . | —
Step 4: Filtering Class Label: Pro-abortion w K j
Input: Text: I believe that women should have the right to choose whether or not Output-first LM
|

they want to have an abortion.

No /
: Ensuring information
Input-first diversity and
overcoming FM-bias
\_ is challenging

Instruction : Give me a quote from a famous person on this topic.

Input: Topic: The importance of being honest.
Output: "Honesty is the first chapter in the book of wisdom." - Thomas Jefferson

Wang et al., Self-Instruct: Aligning Language Models with Self-Generated Instructions Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 &



Taxonomy of Alignment Engineering

Alignment
| |
: Model | Alignment
" Data Alignment | Alignment | Evaluation
Manual data Autgmated Data Human FM
generation
Online Offline
Fine tuning human Human
alighment Alighment

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey



Alignment Data Management

Managing the quality, quantity, informativeness

and diversity of the data

Selection Objective @

Learning Stage

Pretraining

—

[ Alignment ‘

In-Context Learning

[ Task-specific Fine-tuning |

Learning Stage

Pretraining

—

Instruction-tuning ]

[ Alignment ]

In-Context Learning

[ Task-specific Fine-tuning

Instruction-tuning ]

g T

Reduce Bias/Toxicity

Model Data

Performance Efficiency |

Selection Efficiency
Selection Objective @

Reduce Bias/Toxicity

Model Data ;
Performance Efficiency

Selection Efficiency

Albalak et al., A Survey on Data Selection for Language Models
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Model Data

[ Task-specific Fine-tuning \

[ Alignment } © Performance Efficiency !

In-Context Learning

Selection Efficiency Evaluation Integrity :

Evaluation Integrity

Learning Stage Selection Objective @&

Pretraining Reduce Bias/Toxicity

Instruction-tuning ]

Evaluation Integrity [ Task-specific Fine-tuning ,

2 Model Data

= i F f
[ Alignment /i Performance Efficiency |

-

In-Context Learning

Selection Efficiency

Evaluation Integrity




Taxonomy of Alignment Engineering

Alignment
| |
: Model | Alignment
" Data Alignment 1 Alignment | Evaluation
Manual data Autgmated Data Human FM
generation
Online Offline
Fine tuning human Human
alighment Alighment

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey



Fine tuning

Taxonomy of Fine-tuning approaches

Unsupervised Supervised
Fine tuning Fine tuning
Feature-based Parameter- Traditional
approaches efficient fine- fine-tuning
PP tuning
Additive Selective Rep arametriza
tion based
methods methods
methods

Adapter-based
methods

Soft prompts l
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Fine-tuning approaches

Unsupervised Fine-tuning

A\

Unsupervised finetuning is a process in
which a pretrained FM is finetuned on an
unlabeled dataset from the target
domain

Typically a contrastive loss function is
used to fine tune the model

/

Unsupervised fine-tuning typically A

requires a large amount of finetuning
data

Less computationally expensive, however,
the results may not very good

J
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Fine tuning

Taxonomy of Fine-tuning approaches

Unsupervised Supervised
Fine tuning Fine tuning
Feature-based Parameter- Traditional
approaches efficient fine- fine-tuning
PP tuning
Additive Selective Rep arametriza
tion based
methods methods
methods

Adapter-based
methods

Soft prompts l
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Fine-tuning approaches

Supervised Fine-tuning
/

Labeled training set » Traditional fine tuning was used to build
l ~N many of the state of the art FM models
including GPT-3
Pretrained » Involves in simpl'y'training the pretrained
transformer FM on task-specific labeled data
Update
I
all layers K /

|

/Very resource intensive. For instance, the

[ vanilla fine-tuning of GPT-3 needs to update
about 175,255 million parameters which is
almost infeasible in both industry and
\_academia. ) s

https://magazine.sebastianraschka.com/p/finetuning-large-language-models Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 &3




Fine tuning

Taxonomy of Fine-tuning approaches

Unsupervised Supervised
Fine tuning Fine tuning
Feature-based Parameter- Traditional
approaches efficient fine- fine-tuning
PP tuning
Additive Selective Rep arametriza
tion based
methods methods
methods

Adapter-based
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Fine-tuning approaches

Supervised Fine-tuning — Feature Based

Approaches

Labeled training set

}

Pretrained
transformer

|

“

Update
all layers

https://magazine.sebastianraschka.com/p/finetuning-large-language-models

/

» Feature based supervised fine tuning

embeddings)

o

only uses the embeddings generated by
the pre-trained FM and builds a classifier
(or any other ML model that can use the

/

/ A\

The performance of the classifier depends
on the classifier that is being used and its
degrees of freedom. This approach is

suitable only for classification tasks.

J

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Fine tuning

Taxonomy of Fine-tuning approaches

Unsupervised Supervised
Fine tuning Fine tuning
Feature-based PEIEIIEE Traditional
approaches SIS fine-tuning
PP tuning
Additive Selective Rep arametriza
tion based
methods methods
methods

Adapter-based
methods

Soft prompts l
Rdjbahadur et al

., Alware Leadership Bootcamp, Toronto, Canada, 2024 A




Why Parameter Efficient Fine-tuning (PEFT)?

Traditional Supervised Fine-
tuning is Expensive

would require almost 3TB of GPU
memory which is approximately
72 80GB A100 GPU.

» In addition, one has to store all
the weights, gradients and
intermediate states which

\ further runs up the cost. /

https://deepsense.ai/how-to-train-a-large-language-model-using-limited-hardware/

PEFT to the Rescue!

» PEFT methods tackle this issue by
training a small subset of existing
or newly added model
parameters, maintaining the
FM's performance.

» LoRA, a PEFT method might need
to train only 37.7 M parameters
in place of 175 B parameters

0.0

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 ; A

=z
~—— BOOTCAMP —



PEFT methods can be largely classified into
three family of methods

l Frozen Parameters l Tunable Parameters ~ -

— | ©" = B} | Addition
[@ = ""J — [ O - 0 J » | @ =)'} | Specification
Pre-trained PLM Delta Tuning

N [(u)’ = "!!] Reparameterization

Ding et al., Delta Tuning: A Comprehensive Study of Parameter Efficient Methods for Pre-trained Language Models

=\0,.0
Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024

A
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PEFT methods can be largely classified into
three family of methods

additive selective
L
BitFit LN Tuning
Attention Tuning
Diff-Pruning
adapters Fish-Mask LT-SFT

FAR

soft prompts

reparametrization-based

Lailin et al., Scaling Down to Scale Up: A Guide to Parameter-Efficient Fine-Tuning Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 .



Fine tuning

Taxonomy of Fine-tuning approaches

Unsupervised Supervised
Fine tuning Fine tuning
Feature-based PEIEIIEE Traditional
approaches SIS fine-tuning
PP tuning
Additive Selective Reparametriza
tion based
methods methods
methods

Adapter-based
methods

Soft prompts l
Rdjbahadur et al

., Alware Leadership Bootcamp, Toronto, Canada, 2024 A




Parameter Efficient Fine-tuning approaches

Adapters

» The adapter family of methods
typically adds adapter layers between

P S T N the different transformer layers and
/ [ LeyerNorm | N /" Adapter E only finetune these layers while

i I;";‘,';?f‘”mer (+) Layero O O|O 00 keeping the weights of the other layers
i i E [ Feedfor\.;vard | E froze -

: [ 2x Feed-forward ] i i up-project | i |

: 2 ! ! f ' \ | » Therefore the number of trainable

l (over o ) ALl ) parameters become significantly less.
: ayer Norm E E ~ I E

| O OIO » These adapter layers are also task

i [ R ] specific (e.g., medical assistant), so

| [ Feed-forward ayer | | they can be transferred to other

:. [ e ] :\ SRCLCLOLOL0; models with similar architecture
M I I Rnnrt EEEEEEEE o (though non-trivially)

https://magazine.sebastianraschka.com/p/finetuning-large-language-models Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024



Fine tuning

Taxonomy of Fine-tuning approaches

Unsupervised Supervised
Fine tuning Fine tuning
Feature-based PEIEIIEE Traditional
approaches SIS fine-tuning
PP tuning
Additive Selective Reparametriza
tion based
methods methods
methods

Adapter-based
methods

Soft prompts l
Rajbahadur et al

., Alware Leadership Bootcamp, Toronto, Canada, 2024 A




Parameter Efficient Fine-tuning approaches

Prompt and Prefix Tuning

Autoregressive Model (e.g. GPT2)

] : PREFIX i T (source table) T Y (target utterance) - 3:11:1;1:1;: > Prompt Tuning: Prompt tuning
Harry Potter , Education, Hogwarts [SEP| Harry Potter is graduated from Hogwarts are.They sa c o o
| - fom diffe optimizes a fixed number of task-
Activation M ha  hs hy hs he hy hs ho hio hi1 hi2 his  his his people, lead
motivating f o o q
micim (1 2p 3 4 5 8 7 8y 1w 1 e s, cvn specific prompt tokens, inserted at the
Pisx = [1,2] Xiax = [3,4,5,6,7,8] Yiax = [9,10,11,12,13, 14,15 f‘_”‘]‘l”.““’;‘f_ Sta rt Of the in put ThlS 3 pproach Steers
PREFIX x(‘ﬂf:f::i?r-DGCOder Moi‘:{lm(:f. P Y (target utterance) . the mOdells responses by Iearning
A J ]!Iurr3 Potter , Education , Ilogwurl] J "|sr.m Harry Potter is graduated from Ilogwarls] prompts that prom pt the frozen mOdeI
Activaon  hy hs hz hy hs hg hy hg hg hio hi hiz hag hiy  his  hig har towa rd the desired taSk Output_
hdeing (1 2443 4 5 6 7 8 1 ° 10J111 e R 17J
Pigx = [1,2] Xiax = [3,4,5,6,7,8] Piax += [9,10] Yiax = [11,12,13,14,15,16,17]
——— > Prefix Tuning: Prefix tuning involves
r - ;m;e,{;m,ﬂzﬁof — adding trainable tokens, called
ST prefixes, to the input of a frozen
D D D D D D D [ model. These prefixes act as context,
name Siarbucks type cofies shop [SEP] Sirbucks serves cofiee guiding the model to generate task-
Pnl’ﬁll‘fm Input (table-to-text) Output (table-to-text) . . . .
Fe Prefix-tuning specific responses without modifying

the original model's parameters.

Transformer (Pretrained)

NN

name Starbucks type coffee shop [SEP] Starbucks serves coffee
Input (table-to-text) Output (table-to-text)

Li and Liang, Prefix-Tuning: Optimizing Continuous Prompts for Generation; Lester et al., The Power of S%aj aﬁggl?rrgm‘?t%v\l;:;f;&%%grrs rl?) to'l(;l%Qan Toronto, Canada, 2024




Fine tuning

Taxonomy of Fine-tuning approaches

Unsupervised Supervised
Fine tuning Fine tuning
Feature-based PEIEIIEE Traditional
approaches SIS fine-tuning
PP tuning
Additive Selective Rep arametriza
tion based
methods methods
methods

Adapter-based
methods

Soft prompts l
Rdjbahadur et al

., Alware Leadership Bootcamp, Toronto, Canada, 2024 A




Parameter Efficient Fine-tuning approaches
BitFit
Concretely, the BERT encoder is composed of
L layers, where each layer /¢ starts with M self-
attention heads, where a self attention head (m, ¢)

has key, query and value encoders, each taking the
form of a linear layer:

Qm,f(x) — Wfqn,fx + bli;n.,f
K™ (x) = W"'x + b}
V™h(x) = Wi'x + b]"!

Where x is the output of the former encoder layer
(for the first encoder layer x is the output of the
embedding layer). These are then combined using
an attention mechanism that does not involve new
parameters:

h{ — att (QLE, KI’E: VI’E, o Qm,g’ Kmﬁﬂj Vm,l)
and then fed to an MLP with layer-norm (LN):

h = Dropout(W5, -hi + bl,) (D

h§ + x) — ,
hf = geLNl ® % + bfm,1 2)

hi = GELU(W/,-hf + bl)) @3
h5 = Dropout(W7, -hi + bl ) @)

)

out = gf L )

Zaken et al., BitFit: Simple Parameter-efficient Fine-tuning for Transformer-based Masked Language-model

» BitFit is a selective approach that only
tunes a selected subset of parameters
from the FM.

» BitFit approach, freezes all the weights
of the model and only tunes the bias
terms to achieve a competitive
performance.

» The Bias terms typically contribute
upto 0.04% of all the model
parameters which greatly cuts down
the required resources.

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 &%
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Fine tuning

Taxonomy of Fine-tuning approaches

Unsupervised Supervised
Fine tuning Fine tuning
Feature-based PEIEIIEE Traditional
approaches SIS fine-tuning
PP tuning
Additive Selective Rep arametriza
tion based
methods methods
methods

Adapter-based
methods

Soft prompts l
Rdjbahadur et al

., Alware Leadership Bootcamp, Toronto, Canada, 2024 A




Parameter Efficient Fine-tuning approaches

LoRA (Low Rank Adapatation)
K_ORA introduces low-rank matrices to
the model's layers, allowing only these

&] ,{'I:, Es smaller matrices to be trained while

keeping the original model weights

h

frozen.
Pretrained > Zor each weig.hjc matrix \IN, LoRAk
. ecomposes it into two low ran
Weights g

matrices A and B.

» During fine-tuning only A and B are
updated

» Reduces the memory consumption

» LoRA is currently one of the most
widely adopted supervised fine tuning

methods since they reduce the
hardware requirement by upto 3 times
and there is no inference latency

Hu et al., LoRA: Low-Rank Adaptation of Large Language Models Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 &3
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Taxonomy of Alignment Engineering

Alignment
| |
: Model | Alignment
" Data Alignment 1 Alignment | Evaluation
Manual data Autgmated Data Human FM
generation
Online Offline
Fine tuning human Human
alignment Alighment

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey



Online Human Alignment

Reinforcement Learning with Human Feedback

(RLHF)

Ouyang et al., Training language models to follow instructions with human feedback

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon

landing to a & year old

Y

()

Z

Some paople went

to the moon...

|
Y

SFT

e
V4
BEE

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a & year old

0 o

Explain grauity.. Explain war..

C) o

BAC i Natural Ppli want 1
satalite af.. tha maoon...

i
(o)

0-0-0-0

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 -, N\

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

»

Write a story
about frogs

|
Y

FFO
.__®

SR

Y

Once upon a tima...

Y

RM

255
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Online Human Alignment

Reinforcement Learning with Human Feedback

(RLHF)

Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our o
Explain the moon

prompt dataset. landing to a 6 year old

|

Y
Alabeler
demonstrates the @
desired output 7
behavior. Some pet;ple went

to the moon...

|

Y
This data is used SET
to fine-tune GPT-3 ey
with supervised "?;zs'.'a(.?'
learning. 2

Purpose: The model undergoes initial alighnment with human-
like behavior through supervised training on specific examples.

Process: Human annotators create or curate examples of high-

guality responses for various prompts.

» These responses are used to fine-tune the pretrained model
in a supervised manner. This stage creates a foundation for
better responses and primes the model for further
alignment.

Outcome: The model learns basic patterns of preferred
responses, which makes it more likely to generate coherent,
relevant answers even before reinforcement learning is applied.

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024

&




Online Human Alignment

Reinforcement Learning with Human Feedback
(RLHF)

Step 2

Collect comparison data, Purpose: To provide a mechanism for scoring responses based
and train a reward model. on human preferences.
Process:
:‘ez;"r;‘:‘i;j;‘; Human Feedback Collection: Human evaluators rank several model-
outputs are (o8 6 yoar ok generated responses for each prompt, from best to worst, based on
sampled. o o qualities like clarity, helpfulness, and alignment with human
S ——— expectations.
G ME:“ Training the Reward Model: Using these rankings, a reward model is
\ ¥ / trained to predict a reward score that represents how well a response
A labeler ranks aligns with human preferences. Using these rankings, a reward model is
L’:f:‘;‘:g:"m @ trained to predict a reward score that represents how well a response
0-0-0-0 aligns with human preferences.
| Outcome: The reward model generalizes human preferences,
This data s used — enabling it to evaluate new responses by assigning reward
e {@- scores without direct human input every time.
0-0-0-0

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 &



Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

»

Write a story
about frogs

Online Human Alignment

Reinforcement Learning with Human Feedback
(RLHF)

Purpose: To refine the model’s behavior by maximizing alignment
with human preferences, as captured by the reward model.

Process:

Generating Responses: The model generates a response to a prompt, simulating
real-world interaction.

Reward Calculation: The reward model assigns a score to the generated
response, reflecting how well it aligns with human preferences learned in the
previous step.

Policy Optimization (PPO): Proximal Policy Optimization (PPO) is applied to adjust
the model’s parameters based on the reward score. The model uses policy loss
to boost high-reward responses, value loss to stabilize predictions, and entropy
loss to encourage diversity, iteratively refining itself through feedback from the
reward model.

Outcome: The model becomes adept at producing responses that are
relevant, clear, and aligned with human expectations. Through this
iterative feedback loop, the model learns to prioritize responses that
maximize human-aligned rewards

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024

L




Taxonomy of Alignment Engineering

Alignment
| |
: Model | Alignment
" Data Alignment 1 Alignment | Evaluation
Manual data Autgmated Data Human FM
generation
Online Offline
Fine tuning human Human
alighment Alighment

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey



Offline Human Alignment

Direct Preference Optimization

Purpose: To align model outputs with human
preferences by using a reward model directly

Update weights

sahsing Process:
Collect Human Preferences: Human evaluators rank
e multiple responses for each prompt.

Train a Reward Model: A reward model is trained to
predict preference scores based on the human rankings,
f similar to RLHF.

Direct Optimization Using Preference Scores: Instead of
using reinforcement learning, DPO directly fine-tunes
,{”E:Z;;{r;};'in'n'{;'n';{;LI;;E;,};;;}{;h';'n'é'"; the main model by adjusting its outputs based on the

fool the reward model

reward model’s preference scores.

Reward (Preference)

(Production)
Text data

=

RL Update

Frozen LM

Outcome: The model produces responses that
align closely with human preferences while making
lignment more computationally efficient.

Rafailov et al., Direct Preference Optimization: Your Language Model is Secretly a Reward Model



Taxonomy of Alignment Engineering

Alignment
| |
: Model | Alignment
" Data Alignment | Alignment | Evaluation
Manual data Autgmated Data Human FM
generation
Online Offline
Fine tuning human Human
alighment Alighment

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey



Alignment Evaluation

Benchmarks

Use existing benchmarks

-

 Benchmarks are not very

representative of real-world
tasks and lots of data

N\ leakage

J

Human Judges

 Using human judges to
evaluate the quality of
alignment; Use ELO ratings

Can be very subjective A

and subject to human bias

and not very scalable

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 &3

Al Judges

oy

/

Using FMs to evaluate the
alignment quality

&
f AN
Can be very costly and

FMs can be very unreliable

judges
N Juds 4




Remember this slide?

Ingredients required for Alignment Engineering

)

EIRIA

Labeled data

o W

Instructions Preference

33

@}

Fine-Tuning RLHF

Pre-trained FM

Data to Method to
teach the FM teach the FM

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 - A -




Remember this slide?

Ingredients required for Alignment Engineering

/ Is throwing a bunch of data at the FM the best way to teach the FM to A
excel?

We don’t just throw a bunch of random concepts at students when we are

teaching them a course! We use a curriculum to structure and enable

\ the learning! /
~__ ~_

Data to Method to
teach the FM teach the FM

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 20248




Overview of the session

A brief intro to pre-training Foundation Models (FM): An
introduction to how a FM is pre-trained

JWhy do we have to align FMs: Motivating the need for
Alignment

Taxonomy of Alignment Engineering
(A Data Alignment

dModel Alignment

U Finetuning
U Online alignment
O Offline alignment

JAlignment Evaluation
JCurriculum Learning

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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What is curriculum learning?

6
(Sentence,, Label,) | F35Y | (Sentence,, Labely)
(Sentence,, Label,) (Sentencey, Label,) Q00 Model
(Sentence,, Labely) (Sentence,, Label,) O O
Z (Sentence,, Label,) (Sentences, Labely) X
R (Sentences, Labels) | Hard | (Sentences, Labels) @ (" X% X
®% P
g Instructions J
Demonstrations small & easy larger & harder
Question subset o subset
@ ~
Oy By & Qll Q.t Qr = P Curriculum
CAC D

"~ Curriculum learning is a training approach where the model is introduced to data in a progressively
complex order, starting from simpler tasks and moving to more challenging ones.

This helps the model build a solid understanding of basic patterns before tackling harder language

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 "

\_ structures, improving learning efficiency and robustness. Y,
_02@; 45
Liu et al., Let’s Learn Step by Step: Enhancing In-Context Learning Ability withCurriculum Learning; Wang et al., A Survey on Curriculum Learning




Leveraging Curriculum Learning for better
Alignment Engineering

)

EIRIA

Labeled data

o W

Instructions Preference

{2,

Pre-trained FM

Systematically curate the data Incrementally
to form a curriculum expose the model to
composed of the knowledge data based on our
that we want the FM to learn curriculum

=\0,.0
Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 N,
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Leveraging Curriculum Learning for better
Alignment Engineering

Curriculum is a
new asset like

code and as

Software Engineering
practitioners and
researchers, we should
focus on this part to
build better FMware to
support SE3.0!

)

Lets leave this part to

the Al folks now ;-)

Pre-trained FM

Systematically curate the data Incrementally
to form a curriculum expose the model to
composed of the knowledge data based on our

that we want the FM to learn curriculum

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 | &&A




Curriculum learning

Microsoft Phi Models

\ 4

4 Random N
Synthetic
codewords
— ‘ textbook
n The SII.GCI( roma dataset

Annotate about GPT 3.5 \_ VocabUIary y,

100k samples with
@ if the sample has

educational value

using the trained classifier

(" )

Filtered | .
Docstring Svnthc_etlc

e leti exercise
iy completion dataset

Label the remaining data ‘

'

dataset GPT 3.5 \_ )
Train a
@ randomforest
classifier based Filtered _ _
on the annotated code- Synthetic Synthetic . .
data | + textbook + exercise = Microsoft Phi models

ansuage dataset dataset
dataset

Gunasekar et al., Textbooks Are All You Need



While Phi approach is great, it needs to be
more systematic

Curriculum

Key goals |
1) Curriculum creation should be collaborative to maximize reuse J i 1|
and efficiency across an organization Foundational s tona, Compositional
. . . . . Knowledge Skills Skills
2) Curriculum creation can be Al assisted (e.g., Phi-coding text I
books are auto-generated) but best to have Al+Human ! 1
collaborate with Human as reviewer and architect Structured Knowledge

Textbooks Nuggets Actions/Tools

3) Too low level skills lead to agents that take too long to
discover new compositional skills (as noted by Voyageur and
SWEAgent)

4) Compositional skills are ideally learned otherwise Agents will
stagnate

Need SE Technology for Curriculum Engineering

1) Curriculum co-creation and versioning technology

2) Curriculum quality reviewing technology

3) Curriculum QA technology (e.g., optimization by removing redundant information, or repair by
removing correct or outdated information)

4) Curriculum to synthetic data creation technology

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 -



Data programming and Curriculum programming — a proposal

Traditional unsupervised data usage (inefficient)

l

Data Programming Al Agents
Data filtering
Raw data = >
‘ Quality-based ‘ \i@h \\@h
filters > 4
C Suf” R Swf®
Human annotated Data performance FMs/LLMs
data (e.g., thumbs D|ff|cu.lty- — Data pool > engineering I
based filters (leveraging data
up/comments) .
optimally)
: Pre-training, Fine tuning,
Curriculum-based in-context learning etc
Redundancy . .
Synthetic data filters Curriculum data curation and
generation Sttt !
' Curriculumis anew !
\\é’bﬁ éiﬁ Curriculum E type of asset i
a= programming . (Intellectual property)
AlAgents  Humans  FMs/LLMs that can be
i » Asset managed !
Using Data as-is is a very inefficient, costly, and ad-hoc mean to teach our SE Al Teammates » Reused :
(Alware). Instead, data programming and curriculum programming are more effective and > .. B

efficient ways of teaching our Al SE Teammates



Curriculum programming for code

documentation

Code Creates é'lb
. < QD)
documentation ,‘;ﬂ
curriculum AlAgents  Humans FMs/LLMs
| By adding

!

Foundational
Knowledge

» Documentation
standards

» Common pitfalls
when creating
documentation

» Code design
principles

Foundational
Action-based
Skills

» Technical writing
(e.g., detailing the
purpose of the
parameters of a
function)

» Code anlaysis

» Extracting
information from
the version
control system

!

Compositional
Skills

> Integrating code
and
documentation

» Adapting the
documentation
for different
audiences

» Ability to combine
code and
documentation
from different
files



Data programming for code documentation

To do code documentation :
_ Modify the
Raw code d|fferent|y fOI" d hew team or curriculum for the
documentation project just modify the new/team
examples curriculum! 1
Code documentation ReTeodv:nIZIz(:\: " Add the data to the Create code C:Ei:ﬁ dta:;?nf‘)::o:‘: - Provide data from
th.a t's annotated = documentation > ool > documentation ’ docugmentition > easy to hard
with developers I P curriculum icul (optimized serving)

I

\ 4
Synthetic code From the previous slide!
documentation

Finetune FM
sample

A

\ 4

Use it to document
code!

Use the data generated in the field and collected feedback

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024




Curriculum learning

IBM InstructLab

taxonomy root

/ |
foundational compositional
knowledge skills skills
| N P
textbook ~ --- --- mathematics  --- --- writing
| [
‘ arithmetic email
finance [ |

@r@ [example 1)(example 2] [example 3]

N

Synthetic Data Generator 1

synthetic “finance” data

addition earnings report
|
| math instruct data [examp le lj[example ZJ[example 3]

I Synthetic Data Generator 2

synthetic “email” data | (.1-2k

/

pre-trained LLM ———

Phased training

Xu et al., LAB: Large-Scale Alignment for ChatBots

» Decompose knowledge into
Knowledge, foundational skills an
compositional skills

» Leverage crowdsourcing to collect
such Knowledge, skills and
compositional skills for multiple
domains in the form of question and
answer pairs

» These skills and knowledge together
acts as the curriculum for synthetic
data generation

» The synthetically trained data is
then used to fine-tune the model in /
a two-phase process




Pretrained (FMs) Isn’t Practical: Alignment Taxonomy of Alignment Engineering

for Real-World Use
Pre-trained FMs Aligned FMs Alignment
|
L [ | | J
< Model Alignment
GBI R Alignment Evaluation
|
| |
Manual data Autg;::ted Data Human FM
generation
| | |
Online Offline
Fine tuning human Human
alignment Alignment

The process of adjusting and guiding a FM’s behavior through fine-tuning, prompt engineering,
reinforcement learning from human feedback (RLHF), and other methods to ensure it meets specific
objectives, values, and safety standards for practical use.

Inspired from Wang et al., Aligning Large Language Models with Human: A Survey

Data programming and Curriculum programming - a proposal

Traditional unsupervised data usage (inefficient)

Taxonomy of Fine-tuning approaches
1

= Data Programming
Fine tunin Data filtering
9 Raw data — ‘- Nt
T Quality-based ‘Q_p* ‘@b
| ] filters &?‘ &?‘
Unsupervised Supervised Human annotated e Letaperiommence ENE/IEns
Fine tuning Fine tuning giteisg. 0Nk based flters Datapool (it r
up/comments) optimally] &
L : l | Pre-training, Fine tuning,
5 ; Fedinmne Curriculum-based in-context learning etc
Feature-based eff?gizr:?f;z- Traditional Syntheticdata  f-— filters Curticul detsicurationand L
approaches ing fine-tuning generation e
I | Curriculumis a new
{ | = | i ‘6‘ é}f Curriculum type of asset |
Additive Selective Ti% irab;n:egw =3 programming (Intellectual property)
methods methods AlAgents  Humans FMs/LLMs S thatcan be H
I w3
| \ Using Data as-is is a very inefficient, costly, and ad-hoc mean to teach our SE Al Teammates
Adapter-based Soft prompts (Alware). Instead, data programmingand curriculum programmingare more effective and
methods promp efficient ways of Bajhahad ur etralmAdware Leadership Bootcamp, Toronto, Car




Pretrained (FMs) Isn’t Practical: Alignment

for Real-World Use

Pre-trained FMs

The process of adjusting and guiding a FM’s behavior through fine-tL
reinforcement learning from human feedback (RLHF), and other metho
objectives, values, and safety standards for pract

Taxonomy of Fine-tuning appr:

Aligned FMs

Taxonomy of Alignment Engineering

_:_ H—\

Alignment
|
I
[ |
of Model Alignment J
Alignment Evaluation

:Is with Human: A Survey

and Curriculum programming

Data Human FM
management Evaluation Evaluation
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Using Data as-is is a very inefficient, costly, and ad-hoc mean to teach our SE Al Teammates
(Alware). Instead, data programmingand curriculum programming are more effective and
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