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Data is the new oil
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Data is the new oil

The

Economist

MAY 6TH-12TH 2017

Crunch time in France
Ten years on: banking after the crisis
South Korea’s unfinished revolution

Biology, but without the cells
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https://www.economist.com/leaders/2017/05/06/the-worlds-most-valuable-resource-is-no-longer-oil-but-data
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What happens when we run out of data?

]
Will we run out of data? Limits of LLM scaling based on human-generated data Our findi ngs indicate that if

current LLM development trends
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What happens when we run out of data?

STORE

CLOSING

EVERYTHING
MUST GO!
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We turn to renewable resources

But what does it mean in terms of data for
FMware?

5.0
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Say Hello to our savior!

N
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Can anyone tell me what this is?




Can anyone tell me what this is?

Flywheel!




Jim Collin’s Flywheel effect from the book
“Good to Great”

Follow ray curiosity,
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AWS databases

N 27 and analytics

The Data Flywheel:
Building momentum
by putting your data

to work

Take a comprehensive approach to
getting the most value from your data,
one project at a time

Canada, 2024



How does a Flywheel work?

Piston

F|VWhEE| Crankshaft F|YWhEE|
. Connecting

Rod

Crankshaft

Connecting Rod

An engine flywheel stores rotational energy, maintaining a steady speed
by smoothing out fluctuations from power strokes. It conserves
momentum, helping the engine run smoothly and providing energy to

keep it turning between cycles.

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 | &&A




What is the first thing we need to make an
engine work?

K7
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What is the first thing we need to make an
engine work?
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What is the first thing we need to make an
engine work?

Crude Oil
[kriid "oi(-3)]

A raw natural resource that
is extracted from the earth
and used to propel vehicles,
heat buildings, produce
electricity, and make
everyday products.

2 Investopedia
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Let’s see if we can identify all the different types
of data involved in the FMware Lifecycle

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada,



Let's see if we can identify all the different types
of data involved in the FMware Lifecycle

Pretraining data Instruction data Finetuning data Preference data
Grounding data Guarding data Legal data Examples data
Implicit and

Explicit Feedback Performance data Benchmark data Log data

data

Telemetry data Output data

@
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Evolution of synthetic data generation
methods
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Figure 4: Illustration of the evolutionary steps in the development of data synthesis and augmentation techniques for large

models.
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Much of this data can be generated

synthetically

| can’t cover all of these
techniques in 35 mins!
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Much of this data can be generated
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Self-Instruct — Leveraging FMs to
synthetically generate data

/> Use FMs to
generate data
Step 2: Classification > Sta rt Wlth d Seed

175 seed tasks with Task Pool Step 1: Instruction Generation Task Identification

1 instruction and - = pOOI Of prom ptS

1 instance per task W W
LM — i Q and then
Instruction : Give me a quote from a . .
famous person on this topic. W I % l Iterative |y

generate and

Step 3: Instance Generation k reﬂ ne tas k'
Yes specific data
Instruction : Find out if the given text is in favor of or against abortion. |
. I . ~ it =
Step 4: Filtering Class Label: Pro-abortion w K j
Input: Text: I believe that women should have the right to choose whether or not Output-first LM
|

they want to have an abortion.

Instruction : Give me a quote from a famous person on this topic. w No /

Input: Topic: The importance of being honest. . . . f .
Output: "Honesty is the first chapter in the book of wisdom." - Thomas Jefferson Input-first E nsuri ng Information

diversity and
overcoming FM-bias
is challenging

Wang et al., Self-Instruct: Aligning Language Models with Self-Generated Instructions Rajbahadur et al., Alware LeaderW FRAT




Microsoft Phi Models
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4 Random N
Synthetic
codewords
— ‘ textbook
H The SII.GCI( roma dataset

GPT 3.5 kvocabulary)

Annotate about
100k samples with
@ if the sample has
educational value

using the trained classifier

(" )

Filtered | .
Docstring Svnthc_etlc

e leti exercise
iy completion dataset

Label the remaining data ‘

'

dataset GPT 3.5 \_ )
Train a
@ randomforest
classifier based Filtered _ _
on the annotated code- Synthetic Synthetic . .
data | + textbook + exercise = Microsoft Phi models

ansuage dataset dataset
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We now have all the data we need: Crisis
averted — can we go home now?

=\0.0 "
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Not all data are created equal — For the flywheel
to work, we need the right kind of data
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Domain
Composition
(Sec. 2.1)

Step 1: Ensuring the quality of data crucial
for Data Flywheel’s success

Quality Control (Sec. 2.3)

Deduplication

(Sec. 2.3.2) (Sec. 2.3.3)
N-gram-and-hashing, Heuristics,

Line/document-level,
Neural models,

Semantic clustering

Toxicity Filtering ‘

Classifiers

N
—

Pretraining
Dataset

Quantity
Control
(Sec. 2.2) Quality Filtering
_ (Sec. 2.3.1)
Scaling laws Heuristics,
Kaplan's, Classifiers,
Chinchilla Metric thresholding,
Clustering
Repetition
multi-epoch, {
repeating on
selected data

A

Diversity & Age

Diversity-difficulty balancing data selection,
J

Temporal shift between evaluation and pretraining data

~_

(a) Data management pipeline in the pretraining stage of LLMs

Task Composition
(Sec. 3.1)

Raw
instructions
Raw
instructions

Raw
instructions

Quality Control (Sec. 3.2)

Quality (Sec. 3.2.1)
' Heuristic/Model-based indicators,
LLMs as quality judges

‘ Diversity (Sec. 3.2.2)

Quantitative measure,
Similarity/Distance-based filtering,
Augmentation with active searching

Complexity (Sec. 3.2.3)
. Quantitative measure,

Incremental augmentation

Quantity Control (Sec. 3.3)

Scaling up v.s. Scaling down,

Scaling patterns for different abilities

Instruction
Dataset

~

Dynamic
Data-Efficient
Learning
(Sec.34)

Learning
Affects Data

Data

Affects Learning

(b) Data management pipeline in the supervised fine-tuning stage of LLMs
Wang et al., Data Management For Training Large Language Models: A Survey




Managing the quality, quantity,
informativeness and diversity of the data

Learning Stage

Pretraining

—

Instruction-tuning

[ Alignment ‘

In-Context Learning

[ Task-specific Fine-tuning |

Learning Stage

Pretraining

—

Instruction-tuning ]

[ Alignment ]

In-Context Learning

[ Task-specific Fine-tuning

S
_, 7
v
[
r ".
\
1
w

g T

Selection Objective @

Reduce Bias/Toxicity

Model Data

Performance Efficiency |

Selection Efficiency

Selection Objective @

Reduce Bias/Toxicity

Model Data ;
Performance Efficiency

Selection Efficiency

Albalak et al., A Survey on Data Selection for Language Models

Evaluation Integrity

Evaluation Integrity

Learning Stage

Pretraining

[ Instruction-tuning J

[ Alignment }

In-Context Learning

[ Task-specific Fine-tuning \

Learning Stage

Pretraining

[ Instruction-tuning ]

[ Alignment ]

-

In-Context Learning

[ Task-specific Fine-tuning |

Selection Objective @&

Reduce Bias/Toxicity

Model Data '
Performance Efficiency |

Selection Efficiency Evaluation Integrity :

Selection Objective @&

Reduce Bias/Toxicity

2 Model Data

Performance Efficiency

Selection Efficiency Evaluation Integrity




Step 2: Select the right type and quantity of
data

i 1—"—] 1—'\—]
Sets (§2) Dolly-v2 |Conover et al., 2023], P3 [Sanh et al., 2022],

I . rAlpaca [Taori et al.. 2023], WizardLM [Xu et al.. 2023al,
‘ nstruction I
LIMA [Zhou et al.. 2023al, self-instruct [Wang et al.. 2023]

.
System of [INSTRUCTMINING [Cao ef al.. 2023]. InstructionGPT-4 [Wei et al.. 2023], )
r|indicators G (7hou er al.. 2023b)
(3.0 ; —— }

(Trainable A rIFD [Li et al.. 2023al, Instruction Backtranslation [Li et al.. 2023b],
ALLMs (§832) [ Nuggets [Li et al., 2023c], DIVERSEEVOL [Wu et al., 2023],
. (§3.2 ) |TEGIT [Chen et al.. 2023c], ActivelT [Kung et al.. 2023]

Data Selection
Methods (§3)

_'Powerful g rAlpaGasus [Chen et al.. 2023b], INSTAG [Lu et al.. 2023], LIFT [Xu et al.. 2023b],
LLMs (§3.3) DEITA [Liu et al.. 2023], tree-instruct [Zhao er al.. 2023], WaveCoder [Yu et al.. 2023]
\ § J

>y

(Small )

I & l : -Das ion [Chen er al., 2023a]
Models (§3.4) MoDS [Du et al., 2023], Coreset-based Selection [Chen et al., 2023al,
\

J

J

[Data Selection for Instruction Tuning]
B |

Evaluation s = E
_[Me thods (§4) ]—(Wmmg rate (§4.1), Inner Comparison (§4.2), External Comparison (§4.3) J

LIMA: Less Is More for Alignment

Zhou et al., LIMA: Less Is More For Alignment Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 &A )



Step 3: Ensure that the data that we use to
build the FMware is useful

— Target — I

/1 Pretrained [ ] [

1} | Lnngnage [ | PCA |

— Model C |

Original Extracted Data Principal

Dataset Representation Components

Data valuation methods estimate the

contributive value of each data point —
so that the data we include is useful —
Final Shapley

Values

Target
Pretrained
Language

Model

Data Selection:
Sorted Shapley Removal Index

Values

Schoch et al., CS-Shapley: Class-wise Shapley Values for Data Valuation in Classification



Do we now have all the ingredients?

Crude Oil
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A raw natural resource that
is extracted from the earth
and used to propel vehicles,
heat buildings, produce
electricity, and make
everyday products.

2 Investopedia

Not Yet! ,
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We can’t always rely on just Synthetic data

FMs are limited by the data that it was trained on ...
If we run out of data, all the variety of data that we

can synthetically generate might not have
enough information diversity!

We need to get the human generated
data!

0\,0
Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 .m, £



ut can you trust data from anyone!
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Lots of feedback data is available

Which response do you prefer?

) )

Your approach of looking at a subject holistically and then That's a wise approach, especially when dealing with

-

breaking it down into manageable chun an effective complex subjects. Starting with a holistic view a

way to tackle complex topics or problems. It allows for a to understand the big picture and context, while breaking

comprehensive understanding of the overall context it down into smaller, manageable chunks helps in

before diving into the details. This method can help with adc ' ch aspect systematically and thoroughly. It's
a valuable method for learning, problem-solving, and

<ing informed decisions.

assist!
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Flywheel requires robust ways of integrating
user generated data

Shankar et al., Who Validates the Validators? Aligning LLM-Assisted Evaluation of LLM Outputs with Human

Preferences

Inputs

Inputs

Qutputs Metrics Test Results
Prompt ' Metric (Code) | mmp ||I|l
Under Test
# * - -
LLM ‘
Metric Prompt
= |1k,
. Evaluator LLM
iterate
(a) Typical Evaluation Pipeline
edit criteria EvalGen
I LLM |—| Candidate fﬁ?ﬁ
Criteria
outputs
I Candidate “ ﬁ
Assertions "\_lJ
Qutputs Alignment
Report Card
Prompt lll
Under Test 1
- nder Tes # ‘ Selected
— i Test Results
LLM Assertions =)
i

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 ‘
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Flywheel requires robust ways of integrating
user generated data

Shankar et al., Who Validates the Validators? Aligning LLM-Assisted Evaluation of LLM Outputs with Human

Preferences

- Prompt Node v = P X
You will be doing named entity
recognition (NER). Extract up to 3
well-known entities from the
following tweet:

{tweet_full_text}

For each entity, write one sentence
describing the person or entity.
All the entities you extract should
be found in a knowledge base Llike (= ¥
Wikipedia, so don't make up

tweet_full_text

H Multi-Evaluator LR

Num responses per prompt: |1 |

Models ta uscs wyrre!

v
Type a new criteria to add, then press Enter:

Is this response @ or ©@ ?

-~ Bravotv: A television network that focuses on reality TV shows,

including popular franchises like The Real Housewives,

- BravowwHL: Stands for Bravo's Watch What Happens Live, a late-night
talk show hosted by Andy Cohen that features celebrity interviews,

< games, and discussions about Bravo's reality TV shows.

- Paris Hilton: A well-known American socialite, businesswoman, and

media personality, known for her appearance on the reality TV show The

Simple Life and her work as a singer, actress, and entrepreneur.

% N
Vars Prompt
tweet_full_text = YOU STOLE MY You will be doing named entity recognition
GODDAMN HOUSE #justdoit (NER). Extract up to 3 well-known entities
#juststealit @8ravotv @BravoWwHL from the following tweet:
@ParisHilton
https://t.co/BxShKraSYq YOU STOLE MY GODDAMN HOUSE #justdoit

#juststealit @Bravotv @BravoWWHL
@ParisHilton https://t.co/8xShKreSYq

For each entity, write one sentence
describing the person or entity. ALl the

]

The response should be in
Markdown format.

= @

There shouldn't be any made
up entities in the response.

Markdown Format Bulleted List

o)
No Made Up Entities 7 No Hashtags

3 4% suggest more

]

The response should contain a

bulleted list
7]

The response should not
extract hashtags as entities

Coverage of Bad Responses
/ 77.78%
© Entity Notability
56 The identfied entties ate woll-known

and can be found In 3 Gatabase ke
Wikipadia

v Show Bad implementations

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024
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False Failure Rate
28.57%
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Flywheel in Action — OSS Instruct and
Magicoder

Language

4 i [2) seed code snippet N
O Open-source codebase Lear o Prompt (detalls omitted)
[2) PosNeg.py [3 Program.cs tf_idfSVM, tf_idfNB, tarzet) | Please gain inspiration from the
[3) Log.cpp [3 strength.swift def get_clean_review(raw_review): code snippet to create a high-
letters_only = re.sub( quality programming problem...
l.\ B Grﬂntlnfﬂls B /._' IEAE_IA_EI-' " om FEH_FE‘FiEW} A
- - - g OSS-INSTRUCT

-
Q Generated solutlon (detalls omitted)

def get_clean_review(raw_review): ...
def train_model{tf_idfSvM, tf_idfNB, reviews, labels): ...
def classify_review(clean_review, tf_idfSvM, tf_idfNB): ...

train_model(tf_idfSvM, tf_idfNB, reviews, labels)
cleaned_review = get_clean_review{...)...

from sklearn.feature_extraction.text import TfidfVectorizer ...

Generated problem (detalls omitted)

You are working on a natural language processing (NLP)
project and need to create a program to preprocess and

Wei et al., Magicoder: Empowering Code Generation with OSS-Instruct

classify movie reviews...

Your program should be able to preprocess new movie
reviews, train the model, and classify new reviews accurately.

"

Rajbahadur et al., Alware Leadership Bootcamp, Toronto, Canada, 2024 ‘
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IBM InstructLab

taxonomy root

/ |
foundational compositional
knowledge skills skills
textbook ~ --- --- mathematics  --- --- writing
| |
‘ arithmetic email

finance | |

addition earnings report

@@ [example 1)(example 2] [example 3] IE@ [example lj[examlple ZJ[example 3]

N

Synthetic Data Generator 1 | Synthetic Data Generator 2

synthetic “email” data | (.1-2k

/

Phased training

synthetic “finance” data

pre-trained LLM ———

Xu et al., LAB: Large-Scale Alignment for ChatBots

» Decompose knowledge into
Knowledge, foundational skills an
compositional skills

» Leverage crowdsourcing to collect
such Knowledge, skills and
compositional skills for multiple
domains in the form of question and
answer pairs

» These skills and knowledge together
acts as the curriculum for synthetic
data generation

» The synthetically trained data is
then used to fine-tune the model in /
a two-phase process




Raw Data

Benchmark

[ .> data

) Pre-train data

Human-
annotated
data

creation

A
Data Dataset
Aggregation curation

Model-
generated
(synthetic)

data

|

Test creation

Benchmark

l., Alware Leadership Boo

engineering
-

) Test data —) Pretrain FM
> Validation = Evaluate FM
data End-user
preference (=3 Condu‘ct
data analytics
Task
alignment === Finetune FM
data .
Conversational Create
A 4 ) Deploy FM data —> memory
Preference
data ) .
(manual/synth SERIENS |
etic/field) i Performance
A 4 i data
Testing data ) Test FM —_
Memory
Grounding Conduct
data performance
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