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Overview of the session

❑Choosing the correct FM: What are the concerns of FM selection faced by FMware developers?

❑Decision criteria

❑Cost vs. quality argument

❑Deploying FMs as part of FMware: Overview of considerations for FM deployment

❑Survey of Existing Methods & Challenges

❑Model enhancement

❑Synthesis and ensembles

❑Predictive and non-predictive routing

❑RAR: Real-time Adapting Routing
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Choosing the FM
One of the first decisions faced by developers of 
FMware

❑ Over 700,000 LLMs available on HuggingFace
repository alone[1]

❑ Various levels of capabilities, model sizes, 
licenses, …

[1] https://www.marktechpost.com/2024/06/15/with-700000-large-language-models-llms-on-hugging-face-already-where-is-the-future-of-artificial-intelligence-ai-headed

What is the 
capital of 
Canada?

Analyze 
financial 

reports of 
2024

I want to eat 
…

1. FM capabilities
❑ Instruction-tuned or text completion?
❑ Planning and reasoning abilities?
❑ Tool use support?
❑ Fill-in-the-Middle capability?

2. Model size
3. License

❑ GPL, AGPL, BSD, Apache, MIT…

def Fibonacci():
print(…
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Choosing the FM
…criteria focusing on deployment of FMware:

1. FM capabilities
2. Compute costs/limitations of FM inference

e.g. smartphone or a cloud datacenter?

Dilemma
Generally, larger LMs (e.g. 100+ billions of 

parameters) generate higher quality outputs than 
smaller LMs (e.g. <10 billion parameters)

..however..

Bigger models require magnitudes more of 
expensive compute resources for inference 

operations (and other limitations…)

Source: Llama 3 Herd of Models [2]

vs.

iPhone 16 (A18), 35 TOPS NVIDIA A100, 312 TFLOPS
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Deploying FMs as part of FMware

8

❑From the perspective of FMware, FM itself is a black box
▪ FMware system only concerned whether request is served successfully, not how

FMware

FM(s)

❑As long as generated output is of acceptable quality, developers can 
discover ways to optimize their requirements
❑ e.g. use a combination of FMs
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• Improve capability of a selected FM; model-
specific

• Fine-tuning (e.g. DPO[3], SFT, RLHF[4])

• Prompt engineering (e.g. Chain-of-Thought[5], 
Tree-of-Thoughts[6])

Model 
Enhancement*

• Ensemble of multiple FMs used to generate output

• e.g. LLM-Blender[7], Blending[8]

• Outputs used to synthesize final output

• Multiple model inference rounds

Synthesis

• Selects appropriate model based on the input 
query or the generated output

• Predictive and non-predictive methods

• e.g. FrugalGPT[9], RouteLLM[10], Tabi[11], Hybrid-LLM[12],…

Routing & 
Layering

Deploying FM: 

Existing Strategies*

?

10

* As described in RouterBench [13]

https://arxiv.org/abs/2305.18290
https://arxiv.org/abs/2203.02155
https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2305.10601
https://arxiv.org/abs/2306.02561
https://arxiv.org/abs/2401.02994
https://arxiv.org/abs/2305.05176
https://arxiv.org/abs/2406.18665
https://dl.acm.org/doi/10.1145/3552326.3587438
https://arxiv.org/abs/2404.14618
https://arxiv.org/abs/2403.12031
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Model Enhancement Methods

12

Parameter Optimization Methods

Architecture Methods

Prompt Engineering Methods

Mixture-of-Experts
(MoE) [14]

Routing within the model to 
the best “expert”

e.g. Getting MoRE out of Mixture of 
Language Model Reasoning Experts 
(Si et. al, 2023) [15]

RLHF [4]SFT
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https://arxiv.org/abs/2401.04088
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https://arxiv.org/abs/2203.02155
https://arxiv.org/abs/2203.11171
https://arxiv.org/abs/2305.18290
https://arxiv.org/abs/2305.10601
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Model Enhancement Methods

13

Parameter Optimization Methods

Architecture Methods

Prompt Engineering Methods

Mixture-of-Experts (MoE)
Routing within the model 
to the best “expert”

e.g. Getting MoRE out of 
Mixture of Language 
Model Reasoning Experts, 
Si et. Al, 2023

RLHFSFT

Se
lf

-c
o

n
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e

n
cy

Limitation
These methods are generally model- and scenario-specific
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Synthesis Example: 

LLM-Blender[7]

Key Idea:

1. Collects candidate outputs from several FMs

2. Merges top-ranked candidates by combining their strengths

15

https://arxiv.org/abs/2306.02561
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❑Key Idea
▪ Output generated as a combination of outputs from individual FMs

Synthesis Example: 

Blending Is All You Need[8]

https://arxiv.org/abs/2401.02994
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Limitations
• Increased latency and costs since at least two steps (generation and 

synthesis) required
• Often require multiple FM inference rounds 

https://arxiv.org/abs/2306.02561
https://arxiv.org/abs/2401.02994
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Deploying FM:

Types of Routing/Layering*

Non-predictive Routing

Based on collecting FM-generated 
outputs from multiple FMs

Sequential collection of outputs 
continues until an answer passes a 
quality threshold.

Increased cost and latency due to 
many rounds of inference.

Predictive Routing

Based on the contents of the input 
request; no model inference 
required.

Training prediction models (e.g. 
classifiers) using a dataset of input 
requests and associated human 
model preference labels.

Performance is often limited by the 
quality and generalizability of the 
training dataset. 

Capabilities are static in post-
deployment.

?
✓ ✓ ✓

X X X
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* As described in RouterBench [13]

https://arxiv.org/abs/2403.12031
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* As described in RouterBench [13]

https://arxiv.org/abs/2403.12031
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Non-predictive Routing: 

Tabi[11] 

❑ Optimized for discriminative models

21
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Non-predictive Routing:

FrugalGPT[9]

Key Idea:

• Collection of various 
methods to optimize FM 
inference costs while 
maintaining correct 
responses

22
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Zooter: Routing to the Expert[17]

Key Idea

• Reward model 
ranking to obtain 
model expertise

• Trains routing 
function through 
knowledge 
distillation

• Inference in 
orange, training in 
green

25
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Predictive Routing:

Hybrid-LLM[12] 

❑ Predictive router using DeBERT-style encoder

❑ Deterministic router

❑ Probabilistic router

26

https://arxiv.org/abs/2404.14618
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Before augmentation After augmentation

Predictive Routing:

RouteLLM[10] 

27

Trained four predictive routers based on:
❑ Similarity-weighted ranking (Elo rating)
❑ Matrix-factorization model
❑ BERT-based classifier 
❑ Causal LLM classifier

❑ Conversational preference data + 
augmentation from benchmarks

https://arxiv.org/abs/2406.18665


Vasilevski et al., Balancing Cost and Quality in FMware, Toronto, Canada, 2024

Predictive Routing: 

Challenges & Limitations
Often based on training a classifier (e.g. ML model) using a preference dataset

28

Matrix 
Factorization

Elo Ranking 
(Bradley-Terry)

Masked LM Causal LM

Probabilistic 
Routing

Clustering

Source: Zheng et. Al, 2023 [18]

(examples from RouteLLM, Hybrid-LLM, RouterBench) 

Source: Hybrid-LLM [12]

https://arxiv.org/abs/2306.05685
https://arxiv.org/abs/2404.14618


Vasilevski et al., Balancing Cost and Quality in FMware, Toronto, Canada, 2024

Predictive Routing: 

Challenges & Limitations

29

Matrix 
Factorization

Elo Ranking 
(Bradley-Terry)

Masked LM Causal LM

Probabilistic 
Routing

Clustering

Source: arxiv:2306.05685

Source: Hybrid-LLM

(above from RouteLLM, Hybrid-LLM, RouterBench) 

Update process is 
complicated

Reliance on the 
quality of 

preference dataset

Often based on training a classifier (e.g. ML model) using a preference dataset

Leads to following related challenges:
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Traditional problems in ML

❑ Acquiring preference labels is difficult
❑ Do preference labels accurately reflect each FM’s 

strengths/weaknesses?
❑ How well does trained classifier generalize to 

unseen types of input?
❑ e.g. multi-turn conversation vs. multiple-choice 

questions

30
Source: RouteLLM [10]

Reliance on the 
quality of 

preference dataset
Trained using mainly conversation 

data (Chatbot Arena), routers 
perform better on conversational 

benchmark (MT Bench) compared 
to multiple-choice questions 

(MMLU)

https://arxiv.org/abs/2406.18665
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When deployed, routers and router 
decisions remain static

Whenever a change is needed to the routing process, 
updating the routing model is a resource-intensive 
process

❑ Training data needs to be updated
❑ Models need to be re-trained/adjusted
❑ Updated routers have to deployed to production

❑ e.g. part of a software update to a smartphone

31

ML lifecycle process 
repeats every time an 

update is required

Update process is 
complicated
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Key Takeaways

❑Important to consider FM selection criteria and pick accordingly
e.g. type of deployment environment

❑Consider FM from perspective of FMware (black box) and 
optimize

e.g. combination of smaller LMs vs. one large LM

❑Mix and match different methods and see what works best
e.g. prompt engineering + ensembling + routing 

32
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RAR: Real-time Adapting Routing
https://arxiv.org/abs/2411.09837 (pre-print, under review)

• Our proposed approach of 
intelligent routing
• Minimize costs while maintaining 

response quality
• Decrease dependence on larger FM by 

improving capabilities of smaller FM

• In some cases, reduced use of larger FM 
by ~50% while maintaining ~90% of 
response quality

• Combination of static predictive 
routing + prompt-based continual 
learning 

33

https://arxiv.org/abs/2411.09837
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